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Abstract  

An effective educational marketing strategy requires accurate school segmentation to enhance new student recruitment. 

Traditional segmentation methods such as K-means are often used, but they have limitations in capturing the flexibility of 

school characteristics. Fuzzy C-Means (FCM) offers a more adaptive approach by allowing each school to simultaneously 

have a degree of membership in several clusters. However, the performance of FCM highly depends on determining parameters 

such as the number of clusters (k) and the level of fuzziness (m), which are not always optimal when determined manually. This 

study develops a new framework for dynamic educational marketing segmentation in student recruitment by optimizing FCM 

using three metaheuristic techniques: Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Differential Evolution 

(DE). Performance was evaluated using the Fuzzy Silhouette Index (FSI). The experimental results showed that DE yielded the 

best results with the highest FSI value (0.8023), producing eight main clusters based on the Recency, Frequency, and Monetary 

(RFM) model. Based on the clustering results, a personalized and adaptive marketing strategy was designed to enhance the 

effectiveness of student recruitment. The proposed framework enhances segmentation accuracy and supports the 

implementation of dynamic data-driven marketing in the context of higher education. This study also opens new directions for 

educational data mining research and machine-learning-based marketing strategies. 
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1. Introduction  

Educational marketing has become a key factor in 

determining the success of student recruitment at 

universities, especially private universities that heavily 

rely on the number of new students each year. In this 

context, an effective marketing approach not only 

focuses on institutional branding but also on 

segmentation strategies that can identify potential 

schools as the main source of prospective students [1]. 

Without effective segmentation, institutions risk 

missing out on reaching diverse student populations, 

which can significantly impact enrollment numbers. 

Previous studies in educational marketing and data-

driven recruitment have applied clustering methods to 

identify and group target schools or student profiles 

based on various features. For instance, research by [2] 

conducted a comprehensive school segmentation based 

on key attributes such as academic quality, student 

population, financial background, and geographical 

proximity, providing valuable insights for higher 

education institutions striving to refine their recruitment 

strategies. Similarly, [3] employed geographic 

attributes specifically to advance spatial school 
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segmentation. Collectively, these studies demonstrated 

that effective segmentation models can personalize 

marketing messages and enhance enrollment efficacy. 

Nonetheless, many of these studies depend on static 

clustering techniques that lack the necessary flexibility 

in marketing applications. 

Various clustering methods have been used in education 

market segmentation for student recruitment, one of 

which is K-Means clustering, which is the most popular 

clustering technique used in various studies [4], [5] and 

based on the Recency, Frequency, and Monetary (RFM) 

model [6], [7]. However, the segmentation using K-

Means method in existing research has a major 

limitation, which is that each object can only fit into one 

cluster. This does not reflect the reality in the field when 

conducting promotions, where a school can have 

overlapping characteristics with several different 

clusters (hard clustering) [8]. In addition, K-means is 

highly dependent on the selection of the number of 

clusters (k) that must be predefined, so it can produce 

suboptimal segmentation if the value of k is not chosen 

properly [9]. This limitation underscores the need for 

more sophisticated approaches that capture the 

complexity of educational marketing dynamics. 

To address these limitations, Fuzzy C-Means (FCM) 

has emerged as a more flexible clustering method, 

probability-based segmentation [10]. Unlike K-Means, 

FCM allows a school to have membership in more than 

one cluster [11], making it more realistic in representing 

the variation of school characteristics in education 

marketing [12]. FCM helps to perform dynamic 

segmentation [13] and has been adopted in various 

Educational Data Mining (EDM) studies [12], [14]- 

[17]. However, the application of FCM still has a major 

challenge, which is the selection of optimal parameters, 

specifically the number of clusters (𝑘) and the fuzziness 

level (𝑚) [18]. Without the right parameters, FCM 

segmentation results can be unstable and less accurate 

[19], which in turn can reduce the effectiveness of 

education marketing strategies. This instability 

emphasizes the importance of refining the parameter 

selection process to enhance overall segmentation 

quality. 

To solve this problem, several studies have used 

metaheuristic techniques to optimize the parameters of 

FCM. For instance, a study by [20] showed that FCM 

with the Particle Swarm Optimization (PSO) algorithm 

was able to improve stability and accuracy. Another 

study by [21] demonstrated that combining FCM with a 

Genetic Algorithm (GA) provided a more versatile and 

adaptive solution in large-scale data analysis. Similarly, 

[22] used Differential Evolution (DE) to optimize FCM 

and reported high classification accuracy. Additional 

comparisons by [23] and [24] showed that hybrid FCM 

approaches with metaheuristic algorithms such as PSO, 

GA, Firefly Algorithm (FA), and Artificial Bee Colony 

(ABC) outperformed traditional clustering methods. 

Furthermore, [25] confirmed that DE showed better 

performance than PSO and GA in FCM optimization. 

Although these methods have proven effective in 

various domains, their application in educational data 

mining remains limited, highlighting a gap in the 

literature that this research aims to address. 

This research aims to develop a new framework for 

education marketing segmentation by optimizing FCM 

using GA, PSO, and DE to fill this gap. Specifically, 

this research seeks to determine the optimal 

combination of k and m parameters, compare the 

performance of the three optimization methods to 

improve segmentation accuracy, and evaluate their 

impact on student recruitment strategies in higher 

education. The novelty of this research is the 

integration of the FCM method with metaheuristic-

based optimization in the context of education 

marketing, which is still very limited in previous 

studies. In addition, this research also provides various 

marketing strategy techniques based on the results of 

school clustering, ensuring that educational institutions 

can implement data-driven strategies effectively. 

In summary, the contribution of this study lies in 

offering a more flexible and realistic segmentation 

framework for educational institutions by integrating 

FCM with metaheuristic optimization, improving 

clustering accuracy, and providing actionable insights 

for targeted and data-driven student recruitment 

strategies. This innovative approach not only enhances 

the effectiveness of marketing strategies but also 

empowers institutions to engage with prospective 

students more successfully. 

2. Methods 

The method used consists of several main stages, 

namely data collection and preparation, RFM model 

calculation, segmentation using FCM, FCM parameter 

optimization, evaluation of results with Fuzzy 

Silhouette Index (FSI), and designing data-based 

dynamic marketing strategies. 

2.1 Data collection and preparation 

This study utilizes data obtained from the database of 

Student Admission Information System of STIEM 

Bongaya for the period 2020–2024. The dataset 

contains 2,342 student records originating from 460 

different schools. The raw data includes three primary 

variables: registration date, student name, and school 

ID. The data collection process involved retrieving 

records from the database system as a .csv file. The 

export was ensured to include all relevant records while 

maintaining the integrity of the data. 

In the data preparation stage, the student-level data were 

aggregated by school to create a more structured and 

school-centric format. The resulting Table 1 includes 

the date of the registration, the school's ID, and the total 

number of students who enrolled. Several preprocessing 
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steps were conducted to ensure data quality, including 

removing duplicate entries, handling missing values, 

and standardizing date formats. 

The prepared dataset was then used to construct the 

Recency, Frequency, and Monetary (RFM) model, 

which serves as the foundation for the subsequent 

clustering analysis. All data processing and 

transformation steps were performed using R with the 

dplyr [26] and reshape2 [27] packages. 

Table 1. Aggregating of student registration dataset 

Registration Date School’s ID Number of students 

01-02-2020 S001 4 

12-04-2021 S078 2 

20-06-2022 S125 3 

23-03-2023 S367 1 

… … … 

26-06-2024 S460 3 

2.2 Create RFM model 

In this step, recency, frequency, and monetary (RFM) 

calculations are performed for each school to measure 

their level of contribution in new student enrollment. 

RFM is a commonly used technique in customer 

segmentation, and in the context of this research, it is 

used to group schools based on student enrollment 

patterns at STIEM Bongaya University. Recency (R) 

measures how recently the school last sent students to 

enroll. The more recently the school contributed, the 

higher the score. This metric is crucial as it indicates the 

immediacy of a school’s engagement with the 

university, thereby reflecting its current relevance in 

recruitment efforts. Frequency (F) measures how often 

the school sends students in the analyzed period (2020-

2024). Schools that consistently send students more 

frequently get a higher score. This aspect assesses the 

loyalty and ongoing relationship of the school with the 

university, serving as an indicator of a school's 

established engagement in student recruitment. 

Monetary (M) refers to the total number of students sent 

by the school in the period. Schools with a larger 

number of applicants get a higher score. This measure 

highlights the overall contribution of the school to the 

university's enrollment, with a higher number 

suggesting greater effectiveness in attracting students. 

Each RFM variable is assigned a value scale of 1-5, 

where a score of 1 indicates the lowest contribution and 

a score of 5 the highest contribution. The scale is 

determined based on the quantile distribution of the 

data, enabling an equitable assessment across varying 

scales of school performance. Specifically, the scores of 

schools are ranked for each RFM metric, and scores are 

assigned based on their percentile rankings within the 

dataset. For example, the top 20% of schools in terms 

of recency would receive a score of 5, the next 20% a 

score of 4, and so on, with the lowest-performing 

schools receiving a score of 1. Because the RFM scale 

is consistent across the three dimensions, no further 

normalization is required in the clustering process. This 

consistency promotes the efficacy of clustering 

methods by ensuring that each dimension contributes 

equally to the analysis. The package used to create the 

RFM dataset is the rfm package [28], which facilitates 

the efficient computation of RFM metrics and allows 

for the seamless integration of these metrics into the 

subsequent clustering analysis. 

2.3. Fuzzy C-Means (FCM) clustering 

After the recency (R), frequency (F), and monetary (M) 

values are calculated for each school, the next step is to 

perform segmentation using the fuzzy C-means (FCM) 

method. FCM is a probability-based clustering 

algorithm [29] that provides a flexible cluster 

assignment, allowing one school to have membership 

degrees in more than one cluster. This enables a 

nuanced approach in which schools are not rigidly 

classified into exclusive groups but are assigned 

probabilities of membership across multiple clusters, 

reflecting the complexity of real-world student 

recruitment scenarios.  

This algorithm works by minimizing an objective 

function such as Formula 1. 

𝐽𝑚 =  ∑ ∑ 𝑢𝑖𝑗
𝑚 ||𝑥𝑖 − 𝑐𝑗||

2
𝑘
𝑗=1

𝑁
𝑖=1              (1) 

Where 𝐽𝑚 is objective function that must be minimized, 

𝑁 is a number of data, 𝑘 is a number of cluster, 𝑥𝑖 is a 

the i-th data vector, 𝑐𝑗 is the center of the j-th cluster, 

𝑢𝑖𝑗 is fuzzy membership degree, and 𝑚 is fuzziness 

parameter. 

In this formulation, |(𝑥𝑖 − 𝑐𝑗)| represents the distance 

metric used to assess the proximity of data points to 

cluster centers, typically the Euclidean distance. 

The fuzzy membership is updated using Formula 2. 

𝑢𝑖𝑗 =
1

∑ (
‖𝑥𝑖−𝑐𝑗‖

‖𝑥𝑖−𝑐𝑘‖
)

2
𝑚−1𝑐

𝑘=1

               (2) 

This formula recalibrates the degree of membership for 

each data point 𝑥𝑖 based on its proximity to the cluster 

centers 𝑐𝑗. The greater the distance, the lower the 

membership degree, thus encouraging group 

assignments based on closeness rather than strict 

boundaries. 

Meanwhile, the cluster center (𝑐𝑗) is updated using 

Formula 3. 

𝑐𝑗 =
∑ 𝑢𝑖𝑗

𝑚𝑥𝑖
𝑁
𝑖=1

∑ 𝑢𝑖𝑗
𝑚𝑁

𝑖=1
                (3) 

This updates the position of each cluster center by 

taking a weighted average of all data points based on 

their membership degrees. The process iterates until 

either the change in the value of the objective function 

converges or a pre-defined iteration limit is reached. 
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The package used for FCM implementation is the e1071 

package [30], which provides functions for running the 

FCM algorithm efficiently. 

2.4 Optimization parameters of FCM using 

metaheuristics techniques 

To obtain the most suitable number of clusters and 

fuzziness parameter for the FCM algorithm, this study 

utilizes metaheuristic optimization techniques. These 

methods are particularly effective for addressing 

complex and non-convex optimization problems, which 

are often encountered in the parameter tuning of 

clustering algorithms [24]. The primary objective of the 

optimization process is to maximize clustering quality, 

which is assessed using the Fuzzy Silhouette Index 

(FSI), a metric that evaluates the degree of separation 

between clusters while accounting for the fuzzy nature 

of membership. 

In this study, three widely used metaheuristic 

algorithms were employed: Genetic Algorithm (GA), 

Particle Swarm Optimization (PSO), and Differential 

Evolution (DE). The optimization was performed over 

two crucial parameters: the number of clusters 𝑘 

(ranging from 2 to 10) and the fuzziness coefficient 𝑚 

(ranging from 1.5 to 3). The FSI was used as the fitness 

function to evaluate the clustering result of each 

parameter combination. 

The Genetic Algorithm (GA) simulates the natural 

evolutionary process to identify optimal solutions. It 

begins with a randomly initialized population of 

candidate solutions, represented as pairs of parameters 

(𝑘, 𝑚). Through successive generations, these 

candidates evolve via selection, crossover, and 

mutation processes. In the selection phase, candidates 

with higher FSI scores are favored for reproduction, 

which ensures that superior solutions are likely to 

persist in the population. The crossover step allows 

selected candidates to exchange segments of their 

parameter configurations, creating new candidates. 

Meanwhile, mutation introduces random adjustments to 

certain candidates, ensuring genetic diversity. The 

optimization is conducted with a population size of 50 

over up to 100 iterations, leveraging the GA package in 

R [31],  [32]. 

Particle Swarm Optimization (PSO) is inspired by the 

social behavior of birds or fish in nature. Each particle 

represents a potential solution and moves through the 

search space by adjusting its trajectory based on its own 

best-known position and the best-known position 

among its neighbors [33]. The algorithm was run for a 

maximum of 100 iterations, with random initial 

positions for 𝑘 and 𝑚. PSO was implemented using the 

pso package in R [34]. 

Differential Evolution (DE) operates by maintaining a 

population of candidate solutions and applying 

mutation and crossover operators to generate new 

solutions. Selection ensures that only the best 

candidates survive to the next generation. In this study, 

the DE algorithm was configured with the same 

parameter boundaries and iterated up to 100 generations 

using the DEoptim package in R [35]. 

In summary, each of these optimization techniques is 

employed to search for the best combination of 𝑘 and 𝑚 

that empowers the FCI clustering process, yielding the 

highest FSI score and ensuring optimal fuzzy clustering 

performance for the school segmentation task. This 

comprehensive approach enhances the reliability of 

clustering results, which is crucial for developing 

effective educational marketing strategies. 

2.5 Evaluation using Fuzzy Silhouette Index (FSI) 

After obtaining FCM clustering results with optimal 

parameters from metaheuristic methods (GA, PSO, and 

DE), the next step is to evaluate the cluster quality using 

the Fuzzy Silhouette Index (FSI). The FSI is a refined 

measure compared to the conventional Silhouette Index 

because it explicitly accounts for the level of 

uncertainty inherent in cluster memberships [36]. This 

makes FSI particularly suitable for fuzzy clustering 

scenarios, where data points may belong to multiple 

clusters with varying degrees of membership. 

The FSI is defined mathematically such as Formula 4. 

𝐹𝑆𝐼 =
∑ (𝜇𝑝𝑗−𝜇𝑞𝑗)

𝛼
𝑠𝑗

𝑁
𝑗=1

∑ (𝜇𝑝𝑗−𝜇𝑞𝑗)
𝛼𝑁

𝑗=1

                       (4) 

Where 𝑠𝑗 is the Silhouette value for object 𝑗, 𝜇𝑝𝑗 and 

𝜇𝑞𝑗 are the highest and second highest membership 

degrees, and 𝛼 is the weighting coefficient. FSI is more 

accurate than the conventional Silhouette Index because 

it takes into account the level of probability in cluster 

membership. The package used to calculate FSI is the 

fclust package [37]. 

2.6 Membership Analysis and Marketing Strategy 

Formulation 

After the clustering process, the next step involves 

analyzing the clustering results to formulate a more 

effective and adaptive marketing strategy. This process 

consists of three key components. 

First, each cluster is assessed based on the average 

values of recency, frequency, and monetary (RFM) to 

determine its strategic marketing level. Clusters with 

high RFM scores represent schools with strong 

engagement and high recruitment potential, whereas 

those with lower RFM scores may require targeted 

interventions or relationship-building efforts. 

Second, the membership degrees of schools across 

clusters are analyzed. Since FCM allows partial 

membership in multiple clusters, this analysis provides 

insight into how closely each school aligns with 

different cluster characteristics. Schools with dominant 

membership in one cluster indicate consistent 

interaction patterns, while those with distributed 
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memberships may exhibit more diverse or evolving 

collaboration behaviors. 

Third, customized marketing strategies are designed 

based on both cluster levels and membership 

distributions. Schools with high membership in high-

value clusters can be prioritized with exclusive 

collaboration programs and loyalty initiatives. 

Meanwhile, schools with more distributed 

memberships may benefit from flexible and varied 

engagement programs. This fuzzy-based approach 

enables dynamic and data-driven educational marketing 

strategies tailored to the unique profiles of each school, 

thereby enhancing recruitment effectiveness and 

partnership opportunities [13]. 

Ultimately, this structured approach not only utilizes 

the clustering results effectively but also fosters 

stronger relationships between the university and 

schools, promoting a more collaborative and supportive 

recruitment environment. By recognizing the nuances 

in school engagement and adapting marketing 

initiatives accordingly, higher education institutions 

can optimize outreach efforts and improve overall 

student recruitment outcomes. 

3. Results and Discussions 

This section presents the results of the clustering 

process using the RFM approach combined with the 

Fuzzy C-Means algorithm. In this study, data analysis 

was conducted using R along with a combination of 

various packages to support model construction and 

evaluation.  

To enhance clustering accuracy and ensure more 

reliable segmentation, a metaheuristic-based 

optimization was applied to determine the optimal 

initial parameters for the Fuzzy C-Means method. 

These findings are then analyzed through a discussion 

of their marketing implications based on the identified 

clusters.  

3.1 Results 

The results are presented sequentially to reflect the 

analysis workflow. The first step is to build an RFM 

model based on the collected school data, where each 

school is assigned a score to reflect its level of 

involvement in student recruitment activities. Next, 

three metaheuristic optimization techniques namely 

Genetic Algorithm (GA), Particle Swarm Optimization 

(PSO), and Differential Evolution (DE) were evaluated 

to determine the optimal number of clusters and 

fuzziness parameters for the Fuzzy C-Means (FCM) 

algorithm. The performance of each optimization 

method was assessed using the Fuzzy Silhouette Index 

(FSI) to ensure clustering accuracy and reliability. 

Furthermore, the characteristics of each RFM-based 

cluster were analyzed to reveal patterns of school 

behavior and institutional engagement. This analysis 

enabled the classification of schools into meaningful 

marketing segments such as Top Performer, Loyal 

Contributor, Emerging Star, and others. Fuzzy 

membership heatmaps were also created to visualize the 

degree of association of schools across multiple 

clusters. This visualization provides a better 

understanding of how schools exhibit overlapping 

characteristics, which supports more adaptive and 

targeted marketing strategies. 

3.1.1 Recency, Frequency, and Monetary Score 

The segmentation process begins with the calculation of 

recency (R), frequency (F), and monetary (M) scores for 

each of the 460 schools. These three dimensions 

quantify each school’s engagement level with the 

university over the 2020–2024 period and are critical 

for understanding student recruitment dynamics. 

Recency gauges how recently a school has sent 

students, frequency indicates how often schools do so 

during the five-year period, and monetary reflects the 

total number of accepted students. 

As shown in Table 2, a total of 460 RFM scores were 

calculated. For example, School S001 received a high 

Recency (4) and Frequency (5) score, showing regular 

and recent engagement, but a low Monetary (1) score, 

suggesting few students were ultimately admitted. In 

contrast, School S078, with moderate recency (3) and 

low frequency (2), scored high in monetary (4), 

indicating fewer interactions but a high yield of 

successful enrollments. 

These RFM scores provide valuable input features for 

the clustering process, enabling targeted marketing 

strategies to be devised based on observed patterns of 

school engagement. 

Table 2. RFM score each schools 

ID School Recency 

Score 

Frequency 

Score 

Monetary 

Score 

S001 4 5 1 

S078 3 2 4 

… … … … 

S460 1 3 3 

3.1.2 Performance of Metaheuristic Optimization 

Techniques 

To identify the optimal number of clusters and the 

fuzziness parameter in the FCM algorithm such as 

formula 1, three metaheuristic optimization techniques 

were applied: Genetic Algorithm (GA), Particle Swarm 

Optimization (PSO), and Differential Evolution (DE). 

Each method aimed to maximize the clustering quality 

using the Fuzzy Silhouette Index (FSI) such as formula 

4 as the evaluation metric, where a higher FSI score 

indicates better-defined clusters. This step is crucial, as 

selecting appropriate parameters significantly 

influences the effectiveness of the clustering results. 
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Table 3. Performance of Metaheuristic Optimization Techniques 

Metaheuristics 

Method 

Best 

Parameter 

estimate 

Number of 

Cluster 

FSI Score 

GA 𝑘: 10;  

𝑚: 2.42; 

10 0.7554 

PSO 𝑘: 9;  

𝑚: 2.83; 

9 0.7640 

DE 𝑘: 8;  

𝑚: 2.98; 

8 0.8023 

As shown in Table 3, the DE algorithm achieved the 

best performance with an FSI of 0.8023, producing 

eight clusters (k = 8) and a fuzziness parameter of m = 

2.98. PSO with an FSI of 0.7640 and produced nine 

clusters, while GA produced the lowest FSI of 0.7554 

with ten clusters. The results show that even though all 

three methods worked well for clustering, DE was 

chosen for further analysis because it created clearer 

and more distinct clusters. 

These findings are consistent with [25], which 

demonstrated that DE often outperforms PSO and GA 

in clustering tasks, providing better-defined groups and 

more stable performance across varying datasets. The 

superior results achieved by DE can be attributed to its 

effective mechanism for exploring the search space, 

which leads to an optimal balance between exploration 

and exploitation in the parameter optimization process. 

3.1.3 RFM-Based Cluster Characteristics 

The results of school clustering using the FCM method 

optimized by DE are visualized in Figure 1. This graph 

shows the distribution of schools based on their 

interaction patterns with the institution, projected into 

two main dimensions. Each color represents a different 

cluster, with dots indicating the positions of schools 

within that cluster. The shaded areas reflect the spatial 

distribution of schools belonging to each group, 

highlighting the clear separation and lack of overlap 

between clusters. This indicates well-defined group 

characteristics and demonstrates the effectiveness of the 

clustering method employed. 

 
Figure 1. School clustering using FCM optimized by DE  

Furthermore, the eight clusters were categorized into 

distinct marketing levels based on the average Recency, 

Frequency, and Monetary (RFM) scores. As shown in 

Table 4, Top Performer Schools exhibit the highest 

scores across all RFM dimensions, indicating consistent 

and significant student contributions. Loyal Contributor 

Schools also have high scores, particularly in recency 

and frequency, suggesting strong engagement with 

slightly lower student numbers than top performers. 

Emerging Star Schools demonstrate high frequency and 

monetary scores but moderate recency, reflecting 

growing potential that could be further developed. 

Needs Attention Schools have medium scores across all 

RFM components, suggesting ongoing engagement that 

requires targeted strategies to improve. In contrast, 

Newcomer Schools display high recency but very low 

frequency and monetary scores, indicating new but 

limited involvement. At Risk Schools show low 

recency but medium frequency and monetary values, 

suggesting declining activity that warrants immediate 

intervention. Dormant Schools have moderate recency 

but very low scores in the other two dimensions, 

reflecting minimal recent involvement. Finally, Inactive 

Schools exhibit the lowest RFM scores, indicating 

nearly nonexistent interaction with the institution and a 

need for reactivation strategies. 

The distribution of schools across clusters is illustrated 

in Figure 2. Dormant Schools represent the largest 

group, with 105 schools categorized under this cluster, 

highlighting that a significant proportion of schools 

have shown minimal engagement over the analyzed 

period. In contrast, At-Risk Schools comprise the 

smallest group, suggesting that only a few schools are 

currently on the verge of disengagement. Notably, Top 

Performer Schools, despite demonstrating the highest 

levels of consistent interaction, make up a relatively 

small portion of the total, highlighting that only a 

limited number of schools maintain strong, sustained 

partnerships with the institution. This analysis of cluster 

characteristics will inform the development of targeted 

marketing strategies tailored to enhance engagement 

and bolster recruitment efforts with various school 

segments. 
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Figure 2. Number of schools in each cluster  

Table 4. Marketing levels based on average of RFM each cluster 

Cluster �̅�𝑅 �̅�𝐹 �̅�𝑀 Marketing  

levels 

Main 

Characteristics 

1 1.53 3 3.2

3 

At Risk  

Schools 

R: low 

F: medium 

M: medium 

2 4.31 1 1 Newcomer 

Schools 

R: high 

F:  very low 

M:  very low 

3 4.73 5 4.9

9 

Top 

Performer 

Schools 

R: very high 

F:  very high 

M: very high 

4 4.53 3.94 3.8

3 

Loyal 

Contributor 

Schools 

R: very high 

F: high 

M: high 

5 1 1 1.1

1 

Inactive  

School 

R: very low 

F: very low 

M: very low 

6 2.41 1 1 Dormant  

Schools 

R: medium 

F: very low 

M: very low 

7 2.57 4.26 4.1

2 

Emerging 

Star Schools 

R: medium 

F: high 

M: high 

8 3.42 3 3.0

5 

Needs 

Attention 

Schools 

R: medium 

F: medium 

M: medium 

3.1.4 Fuzzy Membership Distribution 

With the fuzzy membership approach, school 

segmentation becomes more flexible and realistic, 

thereby enabling the design of adaptive marketing 

strategies. This approach contrasts with traditional hard 

clustering methods, in which each school is strictly 

assigned to a single cluster, limiting the ability to 

accurately reflect the complexities of school 

engagement. Table 5 presents the degree of 

membership for each school across the eight identified 

clusters produced by the Fuzzy C-Means (FCM) 

method. Unlike hard clustering, in which each school is 

assigned to only one cluster, the fuzzy approach allows 

a school to simultaneously belong to multiple clusters 

with varying degrees of membership. 

For instance, School ID S460 shows a very high 

membership value of 0.962 in the Inactive Schools 

cluster, suggesting that this school is almost exclusively 

categorized as inactive. Conversely, School ID S002 

has a more distributed membership profile, with scores 

such as 0.192 in the Top Performer cluster, 0.271 in 

Loyal Contributor, and 0.109 in Needs Attention. This 

indicates that the school exhibits characteristics that 

align with several clusters, reflecting a more complex 

behavioral pattern. 

This flexible segmentation allows institutions to 

develop more targeted and dynamic marketing 

strategies. Schools with mixed memberships can 

receive multiple types of interventions tailored to their 

diverse characteristics. For example, School S002, 

being somewhat associated with both the Top 

Performer and Loyal Contributor clusters, could benefit 

from personalized engagement efforts that emphasize 

both academic excellence and loyalty-building 

initiatives. 

Meanwhile, Figure 3 presents a heatmap visualization 

of the fuzzy membership distribution of each school 

across the identified clusters. The horizontal axis 

represents the eight cluster categories, while the vertical 

axis lists the school IDs (S001 to S460). Darker shades 

indicate higher degrees of membership, while lighter 

shades indicate lower levels. 

Table 5. Fuzzy membership clustering 

Cluster of School 
School ID 

S001 S002 S003 … S460 

At Risk  0.084 0.089 0.084 … 0.006 

Newcomer  0.051 0.053 0.051 … 0.006 

Top Performer  0.298 0.192 0.298 … 0.003 

Loyal Contributor 0.207 0.271 0.207 … 0.004 

Inactive 0.045 0.045 0.045 … 0.962 

Dormant 0.050 0.052 0.050 … 0.010 

Emerging Star 0.168 0.190 0.168 … 0.004 

Needs Attention 0.097 0.109 0.097 … 0.005 

From the heatmap, it is evident that certain clusters, 

such as the Inactive Schools, contain members with 

highly dominant cluster associations. For example, 

School ID S460 exhibits a strong membership of 0.962 

in this cluster, reinforcing its categorization as inactive. 

On the other hand, clusters like Loyal Contributor 

Schools and Emerging Star Schools display more 

distributed membership patterns. This suggests that 

schools in these categories may share overlapping 

characteristics with other clusters. For instance, some 

schools categorized as Loyal Contributors also hold 
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considerable membership in the Top Performer cluster, 

implying transitional attributes between the two. 

Overall, the insights gathered from the fuzzy 

membership distribution not only enhance the 

understanding of school dynamics but also guide the 

institution in crafting tailored marketing strategies that 

foster deeper engagement and improve recruitment 

outcomes. 

 
Figure 3. Heatmap of school fuzzy membership 

3.2 Discussions 

The results of the fuzzy clustering process utilizing the 

RFM approach and Fuzzy C-Means (FCM) method 

optimized by metaheuristic techniques, particularly 

Differential Evolution, successfully identified eight 

distinct school clusters. These clusters serve as a robust 

foundation for developing more segmented, dynamic, 

and data-driven educational marketing strategies. 

Unlike traditional hard clustering methods, the fuzzy 

approach provides greater flexibility in capturing the 

complexity of school behaviors by allowing institutions 

to have varying degrees of membership across multiple 

clusters. This finding aligns well with previous 

literature that emphasizes the importance of addressing 

ambiguity and uncertainty in segmentation, especially 

within marketing and customer analytics contexts [10], 

[13]. 

The resulting eight clusters, which are Top Performer, 

Loyal Contributor, Emerging Star, Dormant, Inactive, 

Newcomer, Needs Attention, and At Risk, reflect a 

diverse set of engagement patterns and relationship 

dynamics between schools and higher education 

institutions. Each cluster represents different levels of 

contribution and partnership potential, necessitating 

personalized and adaptive marketing approaches. For 

instance, Top Performer and Loyal Contributor schools 

are strongly and consistently engaged, making them 

ideal for long-term collaboration strategies such as 

loyalty rewards, priority partnerships, and exclusive 

academic dashboards. These findings support earlier 

studies that highlighted the need for institutions to 

cultivate strong relationships with loyal partners to 

maintain or boost student enrolment [38]. 

Conversely, the Dormant and Inactive clusters indicate 

minimal engagement, requiring reactivation strategies. 

Marketing initiatives focused on nostalgia, alumni 

involvement, and emotionally resonant storytelling may 

serve to reignite institutional affiliations among these 

schools. This insight corroborates the findings of [39], 

which assert that positive memory activation is 

effective in regaining the attention of previously 

disengaged customer segments. 

Meanwhile, Emerging Star and Newcomer schools 

present valuable opportunities for growth, evidencing 

increasing engagement and a willingness to explore 

partnerships. Thus, strategies such as interactive 

campus experiences, hybrid visits, and technology-

driven storytelling, such as chatbot assistance and video 

tours, can be effective in deepening relationships. 

Experience-based marketing strategies have been 

shown to significantly enhance brand engagement and 

conversion intention, especially among younger, 

digitally native audiences [40]. 

The Needs Attention and At Risk clusters highlight 

cases requiring targeted intervention strategies. These 

schools may exhibit signs of disengagement influenced 

by various institutional or external factors. For these 

segments, a data-informed approach involving 

performance reports, personalized consultations, and 

performance-based incentives may be pertinent. 

Research supports that adaptive relationship marketing 

strategies are particularly relevant for these clusters 

[41]. 

In contrast to the majority of existing research that 

applies clustering or segmentation primarily for static 

grouping or descriptive reporting, this study advances 

the field by integrating fuzzy membership analysis into 

actionable strategy formulation. This approach is 

significant: schools are not rigidly assigned to a single 

category but rather show varying degrees of association 

across multiple segments. This framework empowers 

institutions to implement multi-strategy marketing 

campaigns tailored to the overlapping traits of each 

school.  
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Table 6. Main marketing strategy and example of implementation  

Cluster Main 

marketing 

strategy 

Implementation example 

Top 

Performer 

School 

Retention & 

loyalty 

reward  

1. Exclusive MoU agreement  

2. Invitation to the school to 

become a main partner  

3. Special dashboard of 

performance and student 

achievement 

4. Awarding “Best Partner 

School”  
Loyal 

Contributor 

School 

Strengthening 

relationships 

and 

collaborative 

experiences  

1. Teacher Appreciation Week 

program  

2. Workshop with teachers and 

lecturers  

3. Exclusive content delivery: 

alumni e-magazine, 

scholarship catalog  

4. Teacher referral program 

Emerging 

Star School 

Growth 

promoters & 

accelerated 

transition to 

excellent 

clusters  

1. Video testimonials of 

students from the school 

2. Hybrid visit to campus 

(virtual & physical) 

3. Alumni-based “Explore 

Career” program 

Dormant 

School 

Relationship 

reactivation 

with nostalgia 

& alumni 

approach  

1. Email or WhatsApp personal 

remarketing 

2. Alumni reunion on campus 

3. Special alumni pathway 

offer 

4. “Once from here, now 

successful there” campaign 

with alumni data from 

schools  
Inactive 

School 

Reconstruct 

relationships 

from zero & 

rebuild brand 

awareness  

1. Joint social activities (CSR) 

2. Send physical brochures to 

schools with premium 

design 

3. Invitation to campus open 

house 

4. Video campaign "Why 

Should Your School Know 

Us Again?" 

Newcomer 

School 

Informative 

& attractive 

introduction 

to the 

institution  

1. Welcome package (email, 

WhatsApp, e-catalog, 

campus tour video) 

2. Invitation to attend the study 

program introduction event 

online 

3. Chatbot system for questions 

and answers 

Needs 

Attention 

School 

Intervention 

based on 

analysis of 

previous 

performance  

1. Exclusive consultation  

2. Submit performance report 

for the last 3 years 

3. Incentives for schools if they 

succeed in increasing student 

interest 

At Risk 

School 

Personal 

relationship 

survival 

strategy  

1. Visits from campus 

leadership  

2. Special early enrolment 

discount offer 

3. Personalized video content: 

“Why students from your 

school are a good fit here” 

For example, a school with strong membership in both 

the Loyal Contributor and Emerging Star clusters can 

benefit from simultaneous relationship-strengthening 

initiatives and innovative growth programs. This aligns 

with the principles of precision marketing in higher 

education that advocate for a flexible, data-driven 

approach to communication [13], [42]. 

This study is among the first to demonstrate how FCM 

clustering, enhanced with metaheuristic optimization 

(GA, PSO, DE), can be directly applied to educational 

data for the development of recruitment strategies. 

While several previous studies have applied Fuzzy C-

Means in educational contexts [12], [14], [15], [16], 

[17], they have primarily focused on descriptive 

segmentation, without incorporating parameter 

optimization and translating the results into actionable 

marketing strategies. In contrast, this research not only 

optimizes the FCM process using metaheuristic 

techniques but also integrates the resulting fuzzy 

membership outputs into a dynamic, data-driven 

marketing framework aligned with various patterns of 

school engagement. This integration of optimized fuzzy 

clustering and RFM modelling addresses a notable gap 

in the current literature. 

Overall, this study illustrates that adopting a fuzzy 

membership-based segmentation approach enhances 

the interpretability of school behaviors and facilitates 

the implementation of personalized, adaptive, and data-

driven marketing strategies. This approach is poised to 

support the evolving practice of precision marketing in 

higher education, offering institutions a clearer path to 

improving recruitment outcomes. A summary of the 

main marketing strategies and their implementation 

examples for each cluster is presented in Table 6. Future 

research could explore the integration of qualitative 

feedback from schools to refine the segmentation and 

further validate the proposed marketing strategies. 

4. Conclusions 

This study aims to segment the location of new student 

admission promotions using the RFM approach and the 

Fuzzy C-Means method, with the expectation of 

producing a more adaptive and data-driven marketing 

strategy. The clustering results reveal eight distinct 

clusters: Top Performer, Loyal Contributor, Emerging 

Star, Dormant, Inactive, Newcomer, Needs Attention, 

and At Risk, which reflect the diverse relationships 

between schools and higher education institutions. The 

flexibility provided by the fuzzy approach allows for a 

nuanced understanding of school characteristics, as 

each institution can belong to multiple clusters with 

varying degrees of membership. Additionally, the 

optimization of Fuzzy C-Means parameters using 

Differential Evolution (DE) demonstrated improved 

clustering performance compared to traditional 

methods, thereby confirming that optimal parameter 

selection significantly enhances segmentation accuracy. 

These findings suggest that marketing strategies based 

on optimized fuzzy segmentation are more effective 

than those derived from hard clustering approaches, as 

they encapsulate complex relational dynamics and lay 

the groundwork for more personalized and proactive 
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marketing initiatives. This study contributes to the field 

of educational marketing by illustrating how data-

driven segmentation can lead to targeted engagement 

strategies that foster deeper connections between 

institutions and schools. 

However, this study has some limitations. The RFM 

variables selected for school segmentation can be 

further refined by incorporating additional factors such 

as demographic information, levels of participation in 

campus activities, and institutional feedback. 

Furthermore, this study primarily relied on historical 

data, leaving the actual impact of the proposed 

marketing strategies untested. This aspect requires 

further validation through experimental or longitudinal 

studies to accurately assess its effectiveness. It is 

important to note that the examples of marketing 

strategies provided in this study are context dependent 

and may vary significantly across different locations 

and conditions. 

For future research, this framework could benefit from 

integrating other machine learning techniques, such as 

hybrid clustering, and exploring spatial effects to 

analyze how geographical location influences 

segmentation accuracy. Additionally, direct 

intervention studies could be employed to measure the 

impact of the proposed marketing strategies on 

applicant numbers from each school segment. 

Implementing real-time data analysis and developing 

AI-based systems for the automation of marketing 

strategy recommendations also represent promising 

avenues for supporting data-driven marketing within 

higher education institutions. 

Ultimately, this study underscores the importance of 

adopting a flexible, fuzzy membership-based 

segmentation approach that not only enhances the 

interpretability of school behaviors but also empowers 

institutions to implement personalized, adaptive, and 

strategic marketing initiatives. By addressing the 

evolving landscape of higher education recruitment, 

this research paves the way for improved recruitment 

outcomes and stronger institutional partnerships. 
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