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Abstract  

Having an efficient and accurate recruitment process is very important for a company to attract candidates with 

professionalism, a high level of loyalty, and motivation. However, the current selection method often faces problems due to the 

subjectivity of assessing prospective employees and the long process of deciding on the best candidate. Therefore, this research 

aims to optimize the recruitment process by applying data mining techniques to improve efficiency and accuracy in candidate 

selection. The method used in this research utilizes a multi-process Data Mining approach, which is a combination of clustering 

and classification algorithms sequentially. In the initial stage, the K-Means algorithm is applied to cluster candidates based 

on administrative selection data, such as document completeness and reference support. Next, a classification model was built 

using a Support Vector Machine (SVM) to categorize the best candidates based on the results of psychological tests, medical 

tests, and interviews. The experimental results show that the SVM model produces high evaluation scores, with an AUC of 

87%, Classification Accuracy (CA) of 90%, F1-score of 89%, Precision of 91%, and Recall of 90%. With these results, it can 

be concluded that this model is able to improve accuracy in the employee selection process and help companies make more 

measurable and data-based recruitment decisions. 
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1. Introduction  

The process of recruiting new employees is one of the 

most important parts that needs proper attention. The 

recruitment process is necessary to select candidates 

who want to join the company because companies need 

professional, loyal, hardworking and highly committed 

employees to develop and improve their performance. 

A good employee recruitment process can ensure the 

fulfillment of resource needs, the acquisition of the best 

quality employees, which will have an impact on the 

increase of company productivity and the reduction of 

employee turnover in the company. Companies need to 

have a good understanding of good human resources 

(HR) when conducting employee recruitment [1], [2]. 

In order to achieve this, companies need to pay attention 

to the principle of sustainability in the recruitment 

process, where sustainability means that the recruitment 

process is conducted in a fair, transparent and 

responsible manner. 

Although the company already has standards for 

ensuring the sustainability of the recruitment process, 

this process does not always get satisfactory results. The 

best employees based on the selection process often do 

not have a good enough impact on the company, so the 

company needs to repeat the recruitment process within 

a short period of time from the previous recruitment 

activity.  However, while there has been a lot of 

research into sustainability, there has been less 

discussion about sustainable practices in the 

recruitment process [3].  

Computers equipped with AI through hardware and 

software can also learn from experience gained from 

processing data to perform specific tasks. The quality 

and amount of learning produced by a machine or 

computer are affected by the quality and amount of data 

processed [4], [5]. Artificial intelligence has become a 

catalyst for strategic innovation in many industries, 

including human resource management. Human 

resource management is still a manual process that takes 

a lot of time and sometimes creates bias towards 

employees [6]. In recent years, advances in information 

technology have led to significant changes in the way 
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companies conduct recruitment and selection. Today's 

business world is changing rapidly, and Human 

Resource Departments (HRDs) are confronted with 

new realities [7]. One branch of AI is machine learning 

(ML). ML involves the design and development of 

algorithms that allow computers to learn behaviour 

based on empirical data, such as data from sensors and 

databases [8]. In cases where data is fuzzy, unclear or 

noisy, recent research has shown that the use of artificial 

intelligence is more thorough and efficient than 

traditional rule-based approaches [9]. Development of 

accurate data mining-based energy load prediction 

models. The development of accurate data mining-

based energy load prediction models usually includes 

the following steps feature engineering, model training, 

model evaluation, result visualisation, model 

interpretation, etc [10]. Data mining is a process that 

uses machine learning, statistics, mathematics and 

artificial intelligence to find and extract important 

information from very large databases [11]. 

Some research with data mining related to employee 

recruitment focuses on finding variable insights that 

determine the best employees, such as Yuanyuan 

Chen's research [12], which found a strong correlation 

between educational background, work experience, and 

salary level. Ling Sun's research [13] applied the 

concept of clustering to provide better insight into the 

types of jobs available in the online recruitment market, 

which can help companies in the recruitment process 

and job seekers in finding suitable jobs.  Meanwhile, a 

research concept relevant to this study was conducted 

by Qiqi Miao [14], where this study used two main 

models for classification prediction, called the C5.0 

decision tree model and the Bayesian network model. 

These models were chosen for their effectiveness in 

handling the complexity of recruitment data and 

providing insight into job matching. Utilizing 

algorithms like MST for clustering recruitment data 

enhances the efficiency of matching candidates with job 

openings, reducing the time needed for index 

updates[15]. Data mining technologies can extract 

relevant information from complex datasets, allowing 

for a better understanding of job market demands[16].  

In this research, we propose a multi-process data mining 

concept that aims to get the best candidates to support 

the success of the company's employee recruitment 

process. The multi-process method is inspired by the 

stages of the traditional employee recruitment process 

applied by the majority of companies in Indonesia, 

where the cluster method will handle the administrative 

selection by grouping and reducing the number of 

candidates, and the classification model will ensure that 

the employees selected from the previous stage are the 

best employee candidates. 

Clustering algorithms create discrete groups that 

describe certain patterns or characteristics in the data, 

which can be used to identify trends, predict behaviour, 

or group similar entities for further analysis. However, 

proper selection of the clustering method and accurate 

interpretation of the clustering results are important 

steps to ensure that the method is used successfully in 

various applications [17], [18]. Clustering is an 

unsupervised learning technique that separates various 

objects or entities into a limited number of 

homogeneous groups. Some features are used to 

distinguish between these objects [19]. The data set is 

divided into a number of clusters using the K-Means 

unsupervised clustering technique. Each cluster should 

be defined so that the data points within it are similar to 

each other but different from the data points within 

other clusters [20]. K-means attempts to partition the 

current data into one or more clusters, like other non-

hierarchical clustering methods [21]. This classification 

is used to classify the results of psychological tests and 

interviews into a class of accepted or rejected. This is 

done using a Support Vector Machine (SVM) [22], 

[23]. SVM is a statistical machine learning algorithm. 

Support Vector Machines provide classification 

learning models and algorithms rather than regression 

models and algorithms [24]. 

The main purpose of using data mining techniques, the 

K-means clustering algorithm, for the company's 

recruitment process, so that it can help the HRD in 

making decisions at the administrative stage, called by 

complete or incomplete. The use of the K-means 

clustering algorithm makes it possible to group 

applicant data based on letter of application, CV, 

diploma, ID card (KTP), family card (KK), experience 

and other completeness. This research also aims to 

apply machine learning methods to company selection 

data in HRD to improve the performance of the 

classification algorithm by eliminating some features 

that have no correlation with the target label and have a 

significant impact on the classification results. Using K-

means clustering and SVM algorithm provides high 

accuracy and spends very little time for the whole 

processing. 

2. Research Methods 

AI is a very hot topic and its applications are very broad, 

ranging from small to large. Technically, creating an AI 

programme, cannot be separated from ML [25], [26]. 

Machine learning (ML) techniques focus on 

automatically improving the performance of learning 

systems through experience, enabling computers to 

learn automatically without human intervention and to 

adapt appropriate actions [27]. This research 

methodology includes several main stages, called: data 

preparation, application of clustering algorithm, initial 

selection based on clustering results, classification 

process using Support Vector Machine (SVM), and the 

final stage of employee selection based on analysis 

results. The research flow chart is shown in Figure 1. 

This research methodology begins with a data 

preparation stage, where applicant data is grouped 

based on the type of process to be applied. This data is 

divided into two main categories, namely Clustering, 

which includes administrative data and applicant 
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abilities, and Support Vector Machine (SVM), which 

consists of psychological test results, interviews, and 

medical examinations. After the data is prepared, the 

clustering process is carried out, which is the grouping 

of data based on similar characteristics. Clustering aims 

to form groups (clusters) where data in one cluster has 

a high level of similarity, while between clusters has 

significant differences. The result of this process is 

called the Stage 1 Selection Result. Furthermore, data 

that has gone through the initial selection stage is 

analyzed using the Support Vector Machine (SVM). 

This method is used to find a hyperplane that can 

optimally separate two classes of data. SVM has the 

advantage of determining the distance using a support 

vector so that the computation process becomes faster 

and more efficient. From the results of the SVM 

application, a final decision is obtained regarding 

applicants who are accepted and not accepted as 

company employees. This methodology is designed to 

improve efficiency and accuracy in the employee 

selection process by combining clustering techniques 

for initial classification and SVM for final decision-

making based on psychological, interview, and health 

factors. 

 

Figure 1. Multi-process data mining  

2.1 Dataset Preparation 

The first stage is data collection (data preparation) and 

the process is shown in Figure 2. 

 

Figure 2. Data preparation 

A non-hierarchical data clustering method known as the 

K-means algorithm divides data into one or more 

groups or clusters so that groups of data with similar 

characteristics belong to the same group and groups of 

data with different characteristics belong to different 

groups. Data collection, the data used by the author as a 

dataset is data on the number of applicants who apply 

to the company and the dataset variables used are 

administration, skills, psychological tests, interviews 

and health. 

2.2 Preprocessing data 

In the preprocessing stage of data analysis, there are two 

main processes that greatly affect the quality of the 

analysis results, called by data selection and data 

transformation. Data selection is the process of 

selecting data that become variables that will be used in 

clustering calculations using the K-Means algorithm.  

This selection aims to ensure that only relevant, 

informative, and high-quality data is used in the 

clustering process. Meanwhile, data transformation is 

the process of changing the format or structure of data 

to make it more suitable for the algorithm used. In the 

context of K-Means, the transformation is done by 

normalizing and standardizing the dataset used. 

2.3 Cluster Process 

The clustering stage in data analysis aims to group data 

based on similar characteristics. The process includes 

data presentation, determining the number of clusters, 

and determining the centroid using the Sum of Squared 

Errors (SSE) calculation. 

In the initial stage, data that has gone through the 

preprocessing process is prepared. The next step is to 

determine the number of clusters, After the number of 

clusters is determined, the next process is to determine 

the centroid, which is the center point that represents 

each cluster. In K-Means, the initial centroid is chosen 

randomly and then updated iteratively by calculating 

the average position of all data in a cluster. 

This process continues until the centroid position 

stabilizes and the SSE value reaches a minimum, 

indicating that the clustering is optimal. 

2.4 Support Vector Machine (SVM) Process 

The advantages of this model are speed of processing 

and better performance compared to similar models. 

SVM works by maximising the distance between two 

classes to produce the best hyperplane in classifying 

classes. The characteristics of SVM are that the first 

requires a training process in storing the best support 

vector used in the testing process, the second model and 

solution are the same, the third SVM is able to separate 

data linearly or non-linearly, the fourth SVM does not 

require a dimension reduction process, the fifth SVM 

process is determined by the amount of data. Formula 1 

is used in the calculation of SVM. 

yi (𝑤1 𝑥1 + 𝑤2𝑥2 + 𝑏) ≥ 1               (1) 

The value of y is the expected output, while W is the 

weight of variables x1, x2, and so on. While b is a bias 

value called linear classifier which plays a role in 

improving performance. 

 
Data Preparation 

Cluster Process 

Phase 1 Selection Results 

SVM Process 

Employee Selection 

Results 

Data Sharing for Cluster and 

SVM 

SVM (Tests, 

interviews and 

health) 

Cluster 

(Adm and 

skills) 

 

Applicant Data 

Applicant Proficiency 

Administration 

Psychotest, 

interview and 

medical test 



Ruri Hartika Zain, Randy Permana, Sarjon Defit 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 9 No. 2 (2025)  

 

This is an open access article under the CC BY-4.0 license                                                                                 279 

 

3. Results and Discussions 

The findings of this research lie in the multi-data mining 

process, a model is formed in the recruitment of 

potential employees of the company. This research 

refers to several studies that apply data mining to find 

variables that support employee selection. [12], [13], 

[14]. The difference in the point of view of applying 

data mining in this study is to use the proposed model 

to decide which employees will be accepted by the 

company, so that the company's sustainability process 

will be better.  

The proposed model applies two data mining processes, 

for the first stage selection of data using clustering with 

the K Means algorithm and the second selection using 

a Support Vector Machine (SVM). The data processed 

by K-Means are data derived from administrative data 

submitted by candidates to the company. The data 

includes administrative data such as a letter of 

application, curriculum vitae, latest diploma, transcript, 

identity card, and letter of good conduct. Meanwhile, 

driving licences, certificates of employment, internship 

certificates and skills are used as supporting data for the 

selection. All input data is given a value by the 

company's internal team to be further processed in K-

Means data mining processing. In this study, we 

collected about 100 data on prospective employees who 

submitted applications to the company as shown in 

Table 1. 

Table 1. Dataset 

No Name 

Document 

evaluation 

Support 

evaluation 

1 Candidate 1 75 50 

2 Candidate 2 60 75 

3 Candidate 3 55 50 

4 Candidate 4 80 50 

5 Candidate 5 40 50 

6 Candidate 6 50 50 

7 Candidate 7 60 50 

8 Candidate 8 70 50 

9 Candidate 9 30 50 

10 Candidate 10 100 80 

… … … … 

96 Candidate 96 40 50 

97 Candidate 97 85 50 

98 Candidate 98 85 80 

99 Candidate 99 70 50 

100 Candidate 100 100 50 

101 Candidate 101 75 50 

The clustering process is used as an initial selection of 

the company's employee candidates. All the scored data 

are then grouped using the K-means algorithm. 

𝑑(𝑥, 𝑐) =  √∑ (𝑥𝑖 − 𝑐𝑖)2𝑛
𝑖=1              (1) 

Based on Formula 1, it can be mentioned that x 

consisting of x1, x2,..., and xn is the data vector. C 

which consists of c1, c2,..., and cn is the centroid vector 

and meanwhile d(x,c) is the Distance between data x 

and centroid c. The centroid is randomly selected in the 

K-means processing based on the centroid case of the 

employee candidate selection data obtained from 

Candidate 1 and Candidate 11 as shown in Table 2. 

Table 2. Initial centroid determination 

Name Document 

evaluation 

Support 

evaluation 

Centroid 

Candidate 1 75 10 C1 

Candidate 11 40 10 C2 

By using the centroid formula, each data is grouped 

based on its proximity to a predetermined centroid 

point. The following is one of the procedures for finding 

groups of data by the nearest previously determined 

centroid point.  

The calculation continues until the last data and then 

continues by entering the second centroid value. The 

clustering process is performed by selecting the data 

that are closest to the centroid. K-Means produces two 

groups of data, C1 and C2. Group C1 is a group of data 

that falls into the pass category, while C2 is a group of 

data that is declared to have failed the employee 

selection in the first stage. Table 3 is the C1 data 

grouped using K-means. 

Table 3. Cluster C1 group passed level 1 

C1 Passed Stage 1 

1 Candidate 1 

2 Candidate 2 

3 Candidate 4 

4 Candidate 8 

5 Candidate 10 

6 Candidate 12 

7 Candidate 13 

8 Candidate 15 

9 Candidate 18 

10 Candidate 20 

11 Candidate 21 

… … 

48 Candidate 93 

49 Candidate 95 

50 Candidate 97 

51 

52 

53 

Candidate 98 

Candidate 99 

Candidate 100 

54 Candidate 101 

The C1 group results in a data set with a total of 54 

candidates.  All data in C1 is input data used in the next 

process using SVM. The input data used in the SVM 

process are assessment data related to psychological, 

health and also interviews conducted by the company 

team and the target is accepted or rejected in the 

selection process. To strengthen this model, the data is 

divided into data used as training data and test data. The 

following is a representation of the data set used in the 

SVM process. 

Datasets from number one to eight are used as training 

data, while datasets number nine to eleven are used as 

test data to test the classification performance of the 

SVM. In this research, we applied all of the SVM 

kernels like linear, sigmoid, polynomial, and RBF (The 

Radial Basis Function). We used a model with a dataset 

division of 70:30 and 80:20 from a total of 54 data 

points, which are candidate data that have entered the 

stage 1 pass group through the clustering process. The 

results of the training can be seen in Table 5. 
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Table 4. SVM Processing Dataset (Selection Level 2) 

No Name Psychological Health Interview Results 
1 Candidate 1 70 65 75 not accepted 
2 Candidate 2 100 70 89 accepted 
3 Candidate 4 30 100 75 not accepted 
4 Candidate 8 70 80 75 not accepted 
5 Candidate 10 30 70 69 not accepted 
6 Candidate 12 100 90 80 accepted 
7 Candidate 13 70 75 70 not accepted 
8 Candidate 15 100 100 75 accepted 
9 Candidate 18 70 70 77 not accepted 
10 Candidate 20 30 80 75 accepted 
11 … .. … … … 
52 Candidate 98 30 70 90 not accepted 
53 Candidate 99 30 90 76 not accepted 
54 Candidate 00 100 100 82 accepted 

Table 5. Model Performace Result from divison data 

Data 

Divison   

AUC CA F1 Precision Recall  

70:30 0.89 0.89 0.89 0.89 0.89 

80:20 0.91 0.93 0.93 0.93 0.93 

Using the linear SVM model, the results of two data-

sharing scenarios using cross-validation achieved the 

result that the 80:20 data division provides better model 

performance where the AUC (Area Under Curve) value 

reaches 91% which indicates excellent discriminatory 

ability in distinguishing two classes, CA (Classified 

Accuracy) value reaches 93% stating the model works 

better by using data division 80:20, F1 Score has 

increased which states that the increasing amount of 

training data provides a good balance between precision 

and recall so that classification errors are smaller. The 

model can capture positive instances. 

To strengthen the cluster model and the SVM, tests 

were carried out using orange data mining software. 

 

Figure 3. Cluster model and SVM for employee candidate selection 

The classification results provided by this model have 

similar results to the process performed prior to using 

the software. 

Based on the test results using all SVM kernels, where 

the basic formula of kernel function.  

𝐾(𝑥, 𝑥′) = 𝜙(𝑥) ⋅ 𝜙(𝑥′)                            (2) 

Formula 2 is a kernel function, denoted as K(x,x′), is a 

function used to calculate the degree of similarity 

between two data, called by x and x′. This function 

allows Support Vector Machines (SVM) to work in a 

more complex feature space without having to 

explicitly calculate a transformation to a higher 

dimension. This data transformation is referred to as 

ϕ(x) and ϕ(x′), which aims to map the data from its 

original space to a higher dimensional feature space so 

that more complex relationships can be more easily 

separated or analyzed. 
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The performance results obtained can be seen in Table 

6.  

Table 6. Kernel-based performance evaluation 

SVM 

Kernel 

AUC CA F1 Precision Recall 

sigmoid 0.63 0.72 0.70 0.69 0.72 

linear 0.91 0.93 0.93 0.93 0.93 

polynomial 0.92 0.95 0.95 0.95 0.95 

RBF 0.91 0.90 0.90 0.91 0.90 

Based on the testing of the kernels of the proposed SVM 

model, it can be concluded that the best results of the 

candidate recruitment case are obtained by the SVM 

Polynomial kernel, where the AUC has the highest 

value of all kernels. In addition, the accuracy of this 

kernel reaches 95%, indicating that this kernel is very 

suitable to be applied to the case of recruitment of 

prospective employees.  

To strengthen the model generated from this research, 

the SVM model with 80:20 data division and 

polynomial kernel was compared using other 

classification models. The results of the comparison can 

be seen in Table 7. 

Table 7. Kernel-based performance evaluation with Cross Validation 

Classification 

Model   

AUC CA F1 Precision Recall  

SVM 

Polymonial 

0.92 0.95 0.95 0.95 0.95 

KNN 0.91 0.86 0.86 0.87 0.86 

Logistic 

Regression 

0.90 0.93 0.93 0.93 0.93 

Based on the test results, the Polynomial SVM model 

provides the best results of the three models used in 

classifying the best employee candidates. SVM 

Polynomial has the highest AUC, Accuracy, F1 Score, 

Precision, and Recall metrics. While the classification 

model using Logistic Regression has lower 

performance than the SVM model. In the K-NN 

Classification model, the performance metric value is 

quite poor, making it less suitable if applied to the case 

of recruiting prospective employees.   

4. Conclusions 

The application of machine learning in the employee 

selection process provides convenience and a new 

breakthrough in the selection process of employee 

candidates. The combination of two machine learning 

processes in this paper is inspired by the multilevel 

selection process carried out by the majority of 

companies in Indonesia. The application of machine 

learning facilitates the file selection process by using K-

Means and SVM to strengthen the classification results 

that have been carried out in the employee selection 

process in the second stage and providing corrections to 

the classification results so as to provide the most 

optimal results in the employee candidate selection 

process. 
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