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Abstract  

Every patient who is rushed to the Emergency Department needs fast treatment to determine whether the patient should be 

inpatient or outpatient. However, the existing fact is that deciding whether an inpatient or outpatient must wait for the diagnosis 

made by the existing doctor, so if there are many patients, it generally takes quite a long time. So, to predict patient admissions 

to the emergency unit, a machine learning model that can be fast and accurate is needed. Therefore, this study developed a 

machine learning and neural network model to determine patient care in Emergency Departments. This study uses publicly 

available electronic health record (EHR) data, which is 3,309. The model development process uses machine learning methods 

(SVM, Decision Tree, KNN, AdaBoost, MLPClassifier) and neural networks. The model that has been obtained is then 

evaluated for its performance using a confusion matrix and several matrices such as accuracy, precision, recall, and F1-Score. 

The results of the model performance evaluation were compared, and the best model was obtained, namely the MLPClassifier 

model with an accuracy value = 0.736 and an F1-Score value = 0.635, and the Neural Network model obtained an accuracy 

value = 0.724 and an F1-Score value = 0.640. The best models obtained in this study, namely the MLPClassifier and Neural 

Network models, were proven to be able to outperform other models. 
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1. Introduction  

The large number of patients entering the Emergency 

Department (ED) will result in a crowded room and 

become a challenge in its management. The problems 

that arise are limited space, lack of staff, and potential 

loss of revenue. Limited space when there are many 

patients in the ED hinders patient flow and increases 

waiting time. So, it will create a crowded waiting room 

and increase frustration for patients and staff. 

Generally, to overcome these obstacles, it is often 

necessary to utilize non-traditional areas such as 

hallways to accommodate patients. This emergency 

solution will hurt patient satisfaction, lower patient 

experience scores, and create a sense of disorganization 

for visitors [1], [2]. 

Every person rushed to the hospital needs a quick 

diagnosis to determine whether the patient needs to be 

an inpatient or outpatient. Generally, to decide whether 

a patient is an inpatient or outpatient, the doctor on duty 

must wait for the decision based on observations made 

on patients who enter the Emergency Department (ED). 

The medical field can utilize technology development 

by electronically recording health records for every 

patient who comes to the ED. The results of each 

patient's health record can be processed quickly to 

determine whether the patient needs to be an inpatient 

or outpatient using artificial intelligence. Machine 

learning is a part of artificial intelligence that can be 

used to process data as model training [3]; it can also be 

used to build models by utilizing a large amount of 

available data [4]. 

The development of machine learning has been applied 

in the medical field, including determining the 

estimated duration of home health services; Decision 

Tree algorithms, Random Forest, and Multi-layer 

Perceptron Neural Network algorithms are used to build 

estimation models [5]. In reality, the health service 

budget is limited, so it requires optimal resources; 

https://doi.org/10.29207/resti.v9i2.6188
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machine learning has great potential to utilize health 

service resources by being used to predict health service 

costs in acutely ill patients [6]. Machine learning can 

tackle healthcare information overload [5]. It is proven 

that artificial intelligence (AI) and machine learning 

(ML) contribute to a wealth of information. Still, the 

drawbacks are that training data needs to be peer-

reviewed, raises ethical and legal issues, and needs 

more human empathy. On the other hand, there is 

optimism that AI, including ML, will help manage 

complex information by processing data, determining 

diagnoses, recommending treatments, and predicting 

outcomes. 

Research related to the use of machine learning for 

health continues to grow, including ML being used to 

predict type 1 diabetes in children [8] In general, the 

views of doctors and the public towards the use of 

machine learning-based prediction models are positive. 

Globally, the diagnosis of childhood type 1 diabetes is 

still often delayed despite significant campaigns to raise 

awareness among the public and primary health care 

practitioners. Research suggests that children can be 

identified earlier using machine learning algorithms. To 

assess the effectiveness of such algorithms in practice, 

the feasibility and acceptability of the tool must be 

evaluated in primary healthcare settings [9]. In general, 

risk prediction models using ML are viewed positively. 

Healthcare professionals and patients believe that these 

models have the potential to provide additional benefits 

in the healthcare environment. However, concerns 

remain, such as issues with the data quality used to 

develop the models and fears of possible unintended 

consequences after implementing ML models [10]. 

AI applications utilizing machine learning (ML) models 

in healthcare have increased [11]. The ML model 

developed requires an algorithm appropriate to the case 

study being worked on. Previously, there were several 

algorithms used to create ML models in the health 

sector, including neural networks [12], [13] A neural 

network (NN) is used to develop an artificial 

intelligence model in detecting peripheral artery disease 

(PAD) based on electronic health records (HER), the 

performance of NN combined with EHR data shows the 

feasibility of identifying PAD cases before diagnosis 

[14]. The Random Forest (RF) algorithm is used to 

predict mortality risk in pediatric intensive care units 

(PICU) in hospitals [15], and the results show a 

precision-recall value of 0.78. In addition, RF is used to 

predict various case studies in health services [16], [17]. 

Furthermore, the Naive Bayes (NB) algorithm is used 

for suicide risk prediction in hospital clinical practice 

[18]. In addition, the XGBoost algorithm is used for 

breast disease recurrence prediction [19]. 

Machine learning algorithms have been widely applied 

in healthcare services, namely the use of K-Nearest 

Neighbor (KNN) to classify fetal health using 

cardiotocogram data [20], parameter numbers of 

neighbors with a range of 1-31, applying three 

experimental scenarios resulted in the best accuracy 

value of 0.97 in the last scenario. In addition, the 

Artificial Neural Network (ANN), XG Boost (XGB), 

Support Vector Machine (SVM), Light GBM (LGBM), 

and Random Forest (RF) algorithms have been used to 

develop machine learning models [21], [22], [23], [24], 

[25], [26]. Apart from that, it has been tested. Its 

performance is compared to get an accuracy value of 

0.89-0.99 [20]. Next, machine learning is used to 

automatically classify CTG with a fetal medical record 

dataset from UCI, consisting of 2,126 data and 21 

features. The category labels are Normal (N), Suspected 

(S), and Pathological (P). Methods such as Random 

Forest, SVM, Decision Tree, and K-Nearest Neighbour 

are used, with Accuracy, F1-Score, and ROC reaching 

more than 90% [27].        

Based on previous research, it can be identified that the 

public's view of AI models may be more damaging than 

that of HCPs and that concerns (e.g., additional 

workload demands) are only sometimes borne out in 

practice. This conclusion is influenced by the low 

number of studies with patients and the public, the lack 

of ethnic diversity of participants, and the variation in 

the quality of articles. Furthermore, gaps in knowledge 

(particularly the views of underrepresented groups) and 

optimal methods for model explanation and warning 

require future research [10]. Therefore, this study 

developed a model to determine treatment for patients 

entering Emergency Departments based on health 

record data using Machine Learning and Neural 

Networks. The novelty of this study will test various 

machine learning and neural network algorithms, adjust 

parameters during the model-building process, and then 

compare the results of the model performance 

evaluation to obtain the best model. 

2. Research Methods 

This study uses publicly available patient health record 

data, and the original data can be accessed via the 

following link: 

https://data.mendeley.com/datasets/7kv3rctx7m/1 [28]. 

The data obtained is used to develop a classification 

model for determining patient care. The model 

development process uses the Python programming 

language. The research stages are shown in Figure 1. 

The research stages, as shown in Figure 1, can be 

explained as follows: 

This study uses public data like the Electronic Health 

Record (EHR) dataset. The original EHR data has been 

corrected and is publicly available at the following link: 

https://www.kaggle.com/datasets/manishkc06/patient-

treatment-classification/data. 3.309 data were obtained, 

examples of which can be seen in Table 1. 

https://data.mendeley.com/datasets/7kv3rctx7m/1
https://www.kaggle.com/datasets/manishkc06/patient-treatment-classification/data
https://www.kaggle.com/datasets/manishkc06/patient-treatment-classification/data
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Figure 1. Research Stages 

Table 1. The Example of Dataset 

No Haematocrit Haemoglobins Erythrocyte Leucocyte Thrombocyte MCH MCHC MCV Age Sex Source 

0 33.8 11.1 4.18 4.6 150 26.6 32.8 80.9 33 F 1 

1 44.6 14.0 6.86 6.3 232 20.4 31.4 65.0 36 M 0 

2 42.9 14.0 4.57 6.2 336 30.6 32.6 93.9 70 F 0 

3 41.9 14.4 4.67 3.5 276 30.8 34.4 89.7 18 F 0 

4 40.6 13.3 4.85 14.9 711 27.4 32.8 83.7 36 M 0 

 

Attributes in the dataset consist of attribute names, 

attribute types, measurement units, and brief 

descriptions. The following is the attribute information 

in the dataset (Name / Data Type / Value Sample / 

Description): 

HAEMATOCRIT /Continuous /35.1 / Patient 

laboratory test result of hematocrit 

HAEMOGLOBINS/Continuous/11.8 / Patient 

laboratory test result of hemoglobin’s 

ERYTHROCYTE/Continuous/4.65 / Patient 

laboratory test result of erythrocyte 

LEUCOCYTE /Continuous /6.3 / Patient laboratory 

test result of leucocyte 

THROMBOCYTE/Continuous/310/ Patient laboratory 

test result of thrombocyte 

MCH/Continuous /25.4/ Patient laboratory test result 

of MCH 

MCHC/Continuous/33.6/ Patient laboratory test result 

of MCHC 

MCV/Continuous /75.5/ Patient laboratory test result 

of MCV 

AGE/Continuous/12/ Patient age 

SEX/Nominal – Binary/F/ Patient gender 

SOURCE/Nominal/ {1,0}/The class target 1 = in care 

patient, 0 = out care patient 

Based on Figure 2, the distribution of continuous 

variables in the data set can be seen, and there are a 

thousand patients in the highest range of each variable. 

Patients have an average haemoglobin value = 14. In 

addition, the distribution of patient age is seen in the 

range of 1 to less than 100 years. Meanwhile, Figure 3 

shows that the gender distribution is 1.566 female 

patients and 1.743 male patients. In addition, the class 

distribution is seen as 1.992 labeled as out care (0) and 

1.317 labeled as in care. 
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Figure 2. The Continuous Variable Distribution 
 

 
Figure 3. The Gender and Class Distribution 

 

The data obtained is then pre-processed, and the stages 

carried out begin by checking the missing value and 

whether the available data contains empty values in 

certain attributes; after checking, it turns out that there 

are no missing values. Furthermore, duplicate data 

detection is carried out to check whether there is data 

duplication; after checking, it turns out that there is no 

data duplication. The next preprocessing step is to 

perform label encoding, which is a technique for 

converting categorical values into numeric form, which 

is required by machine learning algorithms that can only 

work with numeric data. On the SEX attribute, label 

encoding is performed (M = 1, F = 0). The last 

preprocessing step performs feature normalization, 

which is the process of re-scaling feature values so that 

they are in the same range, usually between 0 and 1 or -

1 and 1. The goal is to ensure that all features have a 

uniform scale so that no feature dominates another 

simply because it has a larger value range. 

At this stage, the data is divided with a percentage of 

80% as training data and 20% as testing data. 

The stage of developing the model using 6 algorithms: 

Neural Network (NN), Support Vector Machine 
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(SVM), Decision Tree (DT), K-Nearest Neighbor 

(KNN), AdaBoost, and MLPClassifier [29], [30], [31], 

[32]. The model development process is done by 

training data on each algorithm so that 6 models are 

obtained. 

Each developed model is evaluated for its performance 

using the Confusion matrix, Accuracy, Precision, 

Recall, and F1-score [33]. 

After obtaining the evaluation results for each model, 

the next step is to compare its performance. The 

accuracy and F1-score matrices are used as references 

to determine the best model based on the highest value. 

3. Results and Discussions 

The results of this research are in the form of a machine 

learning model that has been built using several 

algorithms, including: 

3.1 Neural Network (NN) Model 

The neural network model was evaluated using the 

confusion matrix, the results of which are shown in 

Figure 4. 

 

Figure 4. The Results of the Confusion Matrix of the Neural 

Network Model 

The NN model confusion matrix results show that 107 

data labelled as outpatient (0) are predicted as inpatient 

(1). There are 316 data labelled as an inpatient (1) that 

can be predicted as an inpatient (1). Furthermore, there 

are 76 data labelled as inpatient but predicted as 

outpatient, and there are 163 data labelled as outpatients 

successfully predicted as an outpatient. The NN model 

is evaluated using the accuracy, precision, recall, and 

F1-score matrices; the results are shown in Table 2. 

Table 2. The Results of Neural Network Model Evaluation 

Accuracy Precision Recall F1-Score 

0.724 0.682 0.604 0.640 

Based on the results of the NN model evaluation shown 

in Table 2, it is known that the accuracy value = 0.724, 

then the F1-score value is known = 0.640. The accuracy 

value looks higher than the F1-score value; 

successively, the evaluation process is carried out from 

the accuracy value to the F1-score, which is the result 

of the calculation of the precision and recall values 

[34], [35]. 

3.2 Support Vector Machine (SVM) Model 

The SVM model is built using training data and then 

evaluated using a confusion matrix, the results of which 

are shown in Figure 5. 

 

Figure 5. The Results of the Confusion Matrix of the SVM Model 

The SVM model performance evaluation results using 

the confusion matrix, as shown in Figure 5, show that 

the model can predict correctly according to the data 

labeled as an inpatient (1) with as much as 353 data. 

Then, according to the data, the model can predict an 

outpatient (0) with as much as 108 data. While there are 

still errors in predicting 162 data that should be 

outpatient (0) predicted as inpatient (1). In addition, 

there are still errors in predicting 39 data that should be 

inpatient (1) and predicted as outpatient (0). 

Furthermore, the SVM model’s performance is 

evaluated using several evaluation matrices, the results 

of which are shown in Table 3. 

Table 3. The Results of the SVM Model Evaluation 

Accuracy Precision Recall F1-Score 

0.696 0.735 0.400 0.518 

Based on the results of the SVM model performance 

evaluation, as shown in Table 3, it can be seen that the 

model obtained performance results with an accuracy 

value = 0.696, precision value = 0.735, recall value = 

0.400, and F1-score value = 0.518. The evaluation 

results show that the precision value is higher than the 

others, but in this study, the reference used to see the 

model performance is the accuracy value and F1-score 

according to several previous sources [29], [33]. 

3.3 Decision Tree (DT) Model 

After conducting data training using the DT algorithm, 

a model was obtained whose performance was then 

evaluated using a confusion matrix, the results of which 

are shown in Figure 6. 
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Figure 6. The Results of the Confusion Matrix of the DT Model 

Based on the results of the DT model performance 

evaluation using the confusion matrix, as shown in 

Figure 6, it is known that the model can detect 293 data 

detected as inpatients (1) well. Then, 145 data, as well 

as outpatients (0), were detected. The model still has 

errors, detecting 125 data as inpatients (1), which 

should be detected as outpatients (0). In addition, 99 

data points should be detected as inpatients (1), but the 

results are detected as outpatients (0). These results 

show how far the model can detect new data used for 

model testing.  

Furthermore, several evaluation matrices are used to 

obtain the DT model evaluation results in more detail, 

which is shown in Table 4. 

Table 4. The Results of DT Model Evaluation 

Accuracy Precision Recall F1-Score 

0.662 0.662 0.537 0.564 

The results of the DT model performance evaluation, as 

shown in Table 4, show that the accuracy value and 

precision value = 0.662, then the model gets the 

performance of the recall value = 0.537 and the F1-

score value = 0.564. Based on the results of the DT 

model performance evaluation, it is known that the 

accuracy value is the highest value compared to the 

values of the other matrices. The results of the DT 

model performance seen in each matrix indicate that the 

model performance still needs to be improved, which 

can be done by adding training data [30], [31], [35]. 

3.4 K-Nearest Neighbor (KNN) Model 

KNN is one of the classification algorithms commonly 

used to develop machine learning models. This study 

uses KNN to develop models by training data using the 

KNN algorithm. After training data, the next step is to 

obtain a KNN model that has been evaluated for its 

performance using a confusion matrix so that the results 

are as shown in Figure 7. 

The results of the KNN model performance evaluation 

using the confusion matrix, as seen in Figure 7, show 

that the KNN model is able to predict well 331 data that 

are correctly predicted as inpatients (1). In addition, it 

can correctly predict 147 data that are correctly 

predicted as outpatients (0). Meanwhile, the weakness 

of the KNN model is that it has not been able to predict 

123 data that should be outpatients (0) predicted as 

inpatients (1). In addition, the next weakness is that 

there is an error in predicting 61 data that should be 

inpatients (1) predicted as outpatients. Based on the 

evaluation using the confusion matrix, it can be seen 

that there are still several weaknesses in the KNN 

model, so it still needs to be improved. In addition to 

using the confusion matrix, several other matrices are 

needed for the model evaluation process to obtain more 

comprehensive model performance evaluation results. 

After evaluating the KNN model performance using 

several evaluation matrices, the results can be seen in 

Table 5. 

 

Figure 7. The Results of the Confusion Matrix of the KNN Model 

Table 5. The Results of the KNN Model Evaluation 

Accuracy Precision Recall F1-Score 

0.722 0.707 0.544 0.615 

Table 5 shows that the results of the KNN model 

performance evaluation with the highest value are in the 

accuracy matrix = 0.722, then the precision value = 

0.707, sequentially the F1-Score value = 0.615, and the 

recall value = 0.544. The value of the KNN model 

performance evaluation results reflects the extent to 

which the model can predict well against new data that 

has never been used for training. The accuracy value is 

72% more, but with a deficiency of around 28%, the 

KNN model still needs to be improved; besides that, the 

F1-Score value is still small, which makes the KNN 

model unable to be implemented in real cases. 

3.5 AdaBoost Model 

The next model developed is the AdaBoost model, one 

of the machine learning algorithms. The AdaBoost 

algorithm is used to develop a model for determining 

whether a patient needs to be hospitalized or outpatient. 

Similar to the previous algorithms, the AdaBoost model 

is built by training data with the available parameters. 

After obtaining the AdaBoost model, the next step is to 
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evaluate the model's performance using a confusion 

matrix to determine the extent to which the model can 

accurately predict new data. Visually, the results of the 

AdaBoost model performance evaluation using a 

confusion matrix are shown in Figure 8. 

 

Figure 8. The Results of the Confusion Matrix of the AdaBoost Model 

Based on Figure 8, it is known that the AdaBoost model 

can accurately predict 323 data as inpatients (1) and can 

accurately predict 149 data as outpatients (0). However, 

weaknesses are still visible in the AdaBoost model, with 

errors in predicting 121 data that should be outpatients 

(0) predicted as inpatients; in addition to the next error, 

there are 69 data that should be inpatients (1) predicted 

as outpatients. The results of the model performance 

evaluation with the confusion matrix can display the 

model's ability to predict new data so that it will be 

known how much data can be predicted accurately 

according to the original label. The AdaBoost model 

performance evaluation using several evaluation 

matrices was carried out to determine the model's 

performance in detail and comprehensively; the results 

of the model performance evaluation are shown in 

Table 6. 

Table 6. The Results of the AdaBoost Model Evaluation 

Accuracy Precision Recall F1-Score 

0.713 0.683 0.552 0.611 

The detailed AdaBoost model performance evaluation 

results, as shown in Table 6, show that the model 

obtained an accuracy value = 0.713, and the lowest 

value was in recall = 0.552. In addition, the model 

obtained performance results with a precision value = 

0.683 and an F1-Score value = 0.611. The results of the 

AdaBoost model evaluation show that the model is 

quite good in accuracy by obtaining 71%, but there are 

still 29% weaknesses that can be improved. To improve 

the model's accuracy, you can try to improve the data 

set, both in terms of quantity and features. In addition, 

of course, you can try various other methods in machine 

learning and can do hyperparameters with various 

methods that will be used. In this study, the focus is on 

how the methods in machine learning will be tried one 

by one to build a model by utilizing existing data. 

3.6 MLPClassifier Model 

The MLPClassifier method is one of the classification 

methods in machine learning. This study uses the 

MLPClassifier method to build a model by utilizing 

available data. Previously, data training has been 

carried out using various machine learning and neural 

network classification methods. The model 

performance evaluation was carried out after the model 

was obtained in the previous process. Similar to the 

previous process, when the MLPClassifier model has 

been obtained, the next step is to evaluate the 

performance, and the evaluation process begins by 

using a confusion matrix; the results are shown in 

Figure 9. 

 

Figure 9. The Results of the Confusion Matrix of the MLPClassifier 

Model 

The MLPClassifier model performance evaluation 

results are visualized, as shown in Figure 9. Based on 

these results, it can be seen that the MLPClassifier 

model can predict 335 data correctly with the predicted 

results of inpatient care (1), and 152 data can be 

predicted correctly as outpatient care (0). However, it is 

also seen that the MLPClassifier model still has 

weaknesses with errors in predicting 118 data as 

inpatient care (1) which should be predicted as 

outpatient care (0); in addition, there are still errors in 

predicting 57 data that should be inpatient care (1) 

predicted as outpatient care (0). These results show the 

extent to which the MLPClassifier model performs in 

predicting new data that has not been previously 

trained.  

In addition to using a confusion matrix, the 

MLPClassifier model evaluation process needs to be 

carried out thoroughly to obtain results that are easy to 

understand and can be compared with other methods. 

Therefore, this study evaluated the MLPClassifier 

method for its performance using several matrices that 

are already popular for evaluation in classification 

cases. The results of the MLPClassifier model 

performance evaluation are shown in Table 7. 
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Table 7. The Results of MLPClassifier Model Evaluation 

Accuracy Precision Recall F1-Score 

0.736 0.727 0.563 0.635 

The results of the MLPClassifier model evaluation have 

been carried out thoroughly, as shown in Table 7. The 

results show that the MLPClassifier model gets an 

accuracy value = 0.736. The accuracy value shows that 

a model will be able to predict new data; according to 

the evaluation results, the MLPClassifier model can be 

stated to be able to predict new data with an accuracy 

level of 74%. In addition, with the F1-Score value = 

0.635, which calculates the precision and recall values 

results, the F1-Score value will be greatly influenced by 

how much the precision and recall values are. Based on 

the performance evaluation results, the MLPClassifier 

model still has weaknesses, with the model's inability to 

predict new data by 26%, so it can be a focus of the 

development process in the future. 

3.7 Model Comparison 

The results of the performance evaluation of the 

machine learning and neural network models have 

previously been explained in detail. Furthermore, a 

comparison is carried out to obtain the best model; the 

process of comparing models is focused on the accuracy 

matrix and F1-Score because both matrices can 

represent the overall model performance [33], [36]. The 

results of the model comparison are shown in Table 8. 

Table 8. The Results of Model Comparison 

Model Accuracy F1_Score 

Neural Network 0.724 0.640 

SVM 0.696 0.518 

Decision Tree 0.662 0.564 

KNN 0.722 0.615 

AdaBoost 0.713 0.611 

MLPClassifier 0.736 0.635 

The best model is the model whose performance 

achieves the highest accuracy and F1-Score values [34], 

[37], [38], [39]. Based on the data displayed in Table 8, 

it can be seen that the performance of several models 

obtained accuracy values that were not much different, 

but in any case, with a slight difference, it can be used 

as a consideration in determining the best model. The 

comparison results showed that the MLPClassifier 

model was the best model, with an accuracy value = 

0.736. The highest F1-Score was obtained by the Neural 

Network model with a value of 0.724. So in this study, 

the best model for determining patient care in 

Emergency Departments can use the machine learning 

model (MLPClassifier) and Neural Network. In this 

study, there are still several weaknesses that can be 

improved in the future, for example, the accuracy value; 

from several experiments using the machine learning 

model, it turns out that the results obtained an accuracy 

value that is not much different in the range of 74%, 

while for the F1-Score value, it is in the range of 63%. 

MLPClassifier can outperform other models because 

MLPClassifier, as part of Neural Network, can capture 

more complex non-linear relationships compared to 

SVM, especially when the data has many features or 

dimensions. With an optimal architecture, the 

MLPClassifier tends to be more efficient for large 

datasets compared to SVM, which is often slow on large 

datasets due to the need to calculate the kernel matrix. 

In real-world data, such as clinical data, the class 

distribution is often imbalanced (for example, the 

number of positive cases is much smaller than the 

number of negative). Although MLPClassifier can 

handle this with certain adjustments (such as class 

weights), its performance still depends on data 

preprocessing. So that future research can focus on 

improving model performance, for example, by 

applying various approaches using deep learning [32], 

[40], [41], [42], [43]. 

4. Conclusions 

This study produces a model built using machine 

learning methods (SVM, Decision Tree, KNN, 

AdaBoost, MLPClassifier) and neural networks. 

Various models obtained have been evaluated for 

performance using a confusion matrix and several 

matrices such as accuracy, precision, recall, and F1-

Score. The results of the model performance evaluation 

are then compared using the accuracy matrix, and the 

F1-Score obtained the best model, namely the 

MLPClassifier model, which has an accuracy value = 

0.736 and an F1-Score value = 0.635. In addition, the 

Neural Network model obtained an accuracy value = 

0.724 and an F1-Score value = 0.640. So, the results of 

this study received the best model, namely the 

MLPClassifier and Neural Network models, because 

they could outperform other models. In this study, of 

course, there still needs to be an improvement in the 

performance of the existing model. The accuracy value 

is still around 74%, so model performance should be 

improved by trying a more sophisticated deep-learning 

approach for future research. Although MLPClassifier 

has shown the best results, testing with more complex 

deep learning architectures, such as Convolutional 

Neural Networks (CNN) for data that has spatial 

representation (such as medical images) or Recurrent 

Neural Networks (RNN) and Transformers for 

sequential data (e.g., patient medical history), can 

further improve performance. 
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