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Abstract  

Navigating complex educational websites poses challenges for users looking for specific information. This research discusses 

the problem of efficient information search on closed-domain educational platforms, focusing on the Universitas Indonesia 

website. Leveraging Natural Language Processing (NLP), we explore the effectiveness of transfer learning models in Closed 

Domain Question Answering (QA). The performance of three BERT-based models, including IndoBERT, RoBERTa, and XLM-

RoBERTa, are compared in transfer and non-transfer learning scenarios. Our result reveals that transfer learning significantly 

improves QA model performance. The models using a transfer learning scenario showed up to a 4.91\% improvement in the 

F-1 score against those using a non-transfer learning scenario. XLM-RoBERTa base outperforms all other models, achieving 

the F-1 score of 61.72\%. This study provides valuable insights into Indonesian-language NLP tasks, emphasizing the efficacy 

of transfer learning in improving closed-domain QA on educational websites. This research advances our understanding of 

effective information retrieval strategies, with implications for improving user experience and efficiency in accessing 

information from educational websites. 
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1. Introduction  

Information on educational websites can be so complex 

and huge. A lot of information is displayed on the 

websites when users click on particular menus or fields. 

Some prospective students or the public in general who 

have a specific question to be answered by the 

information contained in the educational website can be 

confused and overwhelmed by the huge amount of 

information displayed there. This may end up with an 

inefficient process of information finding. 

To tackle the issue of finding direct answers to users' 

questions, a specific task in the Natural Language 

Processing (NLP) field, such as Question Answering 

(QA), can be performed. In recent years, Natural 

language Processing (NLP) has become the center of 

attention in the world of artificial intelligence. Many 

researchers and practitioners want to improve the 

performance of NLP tasks [1], [2], [3], [4]. NLP is a 

multidisciplinary science between computer science, 

information engineering, artificial intelligence, and 

linguistics. NLP implementations are usually 

categorized into three categories, namely: text 

analytics, conversational systems, and machine 

translation [5], [6], and Covid-19 [7]. 

Research about QA is currently developing rapidly, 

most recent work on QA has explored the use of deep 

learning methods [8], [9], [10]. A big attention has been 

paid to transformer-based models, such as the 

bidirectional encoder representations from transformers 

(BERT) [11]. BERT was proposed by Devlin et al. to 

learn complex patterns in text from both sides (left and 

right) without requiring labels using some Transformer 

encoder layers. This way, once the BERT model is 

learned from a huge text, the pre-trained model can be 

easily fine-tuned to perform a variety of NLP tasks, 

such as QA. The fine-tuning process is performed by 

adding an output layer to the pre-trained model and re-

training it using our specific dataset, so it does not 

require major changes to the main system's architecture. 

The size of the closed domain QA dataset on education 

websites that are built in this study is relatively small, 

but that does not mean it has a small size from a data 

point of view, it can be calculated that the total 

information provided covers a large part of the target 
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domain. Therefore, the use of this data to directly fine-

tune the BERT-based models may be less effective. To 

improve the effectiveness of the fine-tuned QA models, 

we propose using a transfer-learning strategy to utilize 

the rich knowledge obtained from a high-resource QA 

dataset, such as SQUAD [12]. Three BERT-based 

models, such as IndoBERT [13], RoBERTa [14], and 

XLM-RoBERTa [15], are investigated to build our 

closed-domain QA system on educational websites. 

To sum up, the main focus of this study is on the 

comparison between transfer-learning and non-transfer-

learning models, and also on the comparison of three 

BERT-based variants, such as IndoBERT, RoBERTa, 

and XLM-RoBERTA in performing the closed domain 

QA task in educational websites. The applicability of 

this study is to help users find their required information 

on Indonesian educational websites easily, without 

having to manually browse the entire web on the 

Indonesian language educational web, more 

specifically, the Universitas Indonesia website 

https://ui.ac .id/. 

2. Research Methods 

2.1 Close Domain Question Answering 

QA system is a system designed to answer questions 

given by users to obtain information. The input from the 

QA system itself is a list of information documents. The 

QA system will search for and find the start and end 

positions related to the document's answers. QA is 

divided into two, namely QA in closed domains and 

open domains. Closed-domain QA focuses on a 

particular problem or a specific domain.  

One of the studies that discusses closed-domain QA is 

research by Devi et al. [8]. This research proposes a 

closed-domain question-answering system that utilizes 

semantics and ontology to improve answer selection. It 

includes components for domain resources, corpus, and 

MPS (Most Probable Sentence) components. In open-

domain QA, researchers often use up-to-date sources 

such as Wikipedia as a source for searching for answers. 

One of the research related to open domain QA is QA 

research with a special topic, namely the COVID-19 

virus, which can be called Dr.Qa, which has a focus on 

addressing questions about the COVID-19 virus [16]. 

2.2 Machine Reading Task for Question Answering 

The task of Machine Reading for QA has been on the 

rise in recent years. This technique focuses on how the 

system can read and learn from documents that have 

been previously provided to the QA system. There are 

several datasets specifically created for tasks such as 

QA, such as SQuAD [12], CoQA [17], WikiQA [16], 

etc. 

One of the research that has attracted public attention 

during the post-COVID-19 period is research initiated 

by [16] regarding Dr.QA. This research has been built 

based on open-domain QA, which uses a retriever-

reader architecture. This architecture uses bigrams and 

TF-IDF to search for relevant documents from 

Wikipedia. The use of bidirectional RNN and bigram 

TF-IDF is a speciality of this research. 

Several recent studies have been busy using the BERT 

algorithm to carry out NLP tasks, such as research by 

Archaya et al. [8] This research proposes a question-

answering system that utilizes Named Entity 

Recognition (NER) and Bidirectional Encoder 

Representations from Transformers (BERT) for 

communication purposes. The system creates a 

customized dataset based on user answers, updates it 

using NER, and then employs BERT and CDQA to 

fetch the best answer for a given question. The system 

has potential applications in assisting people with 

speech impairments, integrating with communication 

devices for the disabled, and in academic fields. Spacy 

is used for NER, and CDQA architecture is used for 

question-answering. 

Research related to machine reading with BERT is not 

only applied to international languages but there are 

several studies applied to the mother languages in each 

country, such as Vietnamese [18] Kazakh [19], etc. both 

of which use the development of the BERT method 

which is aligned with their respective mother 

languages. 

In this research, we use a model architecture, namely a 

retriever-reader, in a machine reading task, which is 

similar to research by Rachmawati et al. [7], Alzubi et 

al. [10], and Yang et al. [20] However, this research 

uses a different algorithm and transfer learning 

approach. 

2.3 Transfer Learning 

The transfer learning approach is a method with the aim 

of improvising performance on tasks with limited 

resources. The transfer learning approach describes a 

learning scheme for a task with the target of better 

performance [21], [22]. 

Research on transfer learning is starting to become a 

new idea that is quite often used by current research. 

including research on QA by Kadam et al. [23] by 

utilizing context retrieval and a deep neural network 

with attention-based ranking to order documents based 

on their relevance. Transformer-based pre-trained 

models and transfer learning are employed to enhance 

accuracy. The next research is research by Alshammari 

et al. [24] where with transfer learning, the proposed 

TAQS model surpassed the performance of the state-of-

the-art BiLSTM with SkipGram by a gain of 43.19% in 

accuracy. This demonstrates that transfer learning of 

BERT with BiLSTM improved the model's 

performance significantly. Another research that uses 

transfer learning in its model is QA research by 

Pudasaini et al. [23], where transfer learning has been 

shown to improve the evaluation results of QA systems 

in the context of biomedical research. Therefore, 

transfer learning has demonstrated its effectiveness in 

improving the evaluation results of QA systems in the 
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biomedical domain. There is still much more research 

using transfer learning, and it can enhance the 

evaluation value of deep learning models in question-

answering tasks. 

2.4 Architecture 

The architecture used in this research refers to previous 

research [7], [10], [20], [11] However, this research did 

not use a retriever in the process. Figure 1 shows an 

illustration of the architecture and reader with the 

dataset that we have collected. The reader we use is 

implemented using the BERT model and fine-tuned to 

the SQuAD dataset. After pre-training, the model was 

then trained again, but this time on the SQuAD dataset. 

In this phase, the model learns how to apply its general 

understanding of language. Fine-tuning involves 

improving the accuracy of a model by adjusting how it's 

trained [25], [26], [27]. 

 

Figure 1. A flow that runs on the architectural system in this 

research. 

The system operates through the following steps: input 

is received and segmented into passages, initial fine-

tuning occurs using the SQuAD dataset to yield the 

initial outcome and evaluation, followed by a secondary 

fine-tuning process tailored to the specific task to 

achieve the subsequent outcome. 

2.5 Reader System 

The reader system receives passages from top-n 

documents received from the retriever system. Three 

models are used as readers in this research, IndoBERT-

base, RoBERTa-base, and XLM RoBERTa-base, 

which is an enhancement of the initial model, namely 

BERT. BERT in research conducted by [11] is a model 

that is state-of-the-art to date. BERT is in two phases, 

namely pretraining and fine-tuning, as in Figure 2. 

 

Figure 2. An original BERT flow that runs on the architectural 

system. 

In the pretraining phase, BERT is asked to understand 

"What is Language? What is Context?" BERT learns 

from supervised tasks simultaneously, including 

Masked Language Modeling (MLM) and Next 

Sentence Prediction (NSP). This is what makes BERT 

understand the context across different sentences and 

get a good language understanding [11] Finetuning 

allows BERT to create a future train for a Specific task 

by replacing the Fully Connected Output Layer with a 

fresh set of output layers that become the desired output 

answers [28]. 

This one is BERT, which was adapted into Indonesian 

whose research was started by Willie et al.[13] where 

the case used is uncased, which means there is no 

difference between lowercase and uppercase in the 

document. IndoBERT itself is a model that is an 

enhancement of the BERT model by pretraining the 

Indo4B dataset https://dumps.wikimedia.org/backup-

index.html.2 where the data is utilized using bytes pair 

encoding (BPE) as a vocab generator. IndoBERT itself 

was pre-trained using TPUv3-8 in two phases: the first 

phase was trained at a maximum sequence length of 

128, and the second phase was trained at a maximum 

sequence length of 512. Both of which used a batch size 

of 256 and a learning rate of 2e -5. 

RoBERTa is a transformers-based artificial neural 

network model that utilizes a Robustly Optimized 

BERT Pretraining Approach. RoBERTa uses a span-

based training method to predict the start and end logits 

of the answer indexes, resulting in improved 

performance on non-description questions with short 

answers [14]. RoBERTa itself, research by Liu et al. 

carried out various modifications and optimizations in 

terms of dynamic masking, FULL-SENTENCES 

without NSP loss, large mini-batches, and larger byte-

level BPE. Apart from several factors that are 

optimized, RoBERTa also carries out enhancements by 

adding pre-trained data to larger data and longer 

training times compared to the BERT model to achieve 

the best value. 

 

Figure 3. Here’s how the multilingual language process works. 
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XLM-RoBERTa works by leveraging pre-training on a 

large amount of unlabeled corpus, finetuning with 

domain-specific data, and combining with traditional 

models to achieve high performance in legal document 

processing tasks [29]. XLM RoBERTa is not only 

trained using BERT on monolingual data but almost 

more than 100 languages are pre-trained or can be 

called Multilingual Models the illustration in Figure 3, 

but it doesn't stop there because the multilingual model 

can be enhanced again to cross-linguistic transfer 

learning, where training can be done in one language 

and transferred to another. That's why they are called 

Cross-Lingual Models (XLM), which are currently still 

state-of-the-art in most NLP tasks  [15]. 

2.6 Dataset & Overlapping Statistics 

The dataset used in this study is a dataset taken by 

researchers with two annotators from the University of 

Indonesia who worked on data annotation using an 

annotator application for two months. The data 

collected is closed domain data located on the website 

menu: https://ui.ac.id/. Apart from data collected 

separately, researchers also used SQuAD [12] to test 

transfer learning models with SQuAD and data on the 

closed domain, especially the website. Details of the 

dataset are presented in Table 1. 

Table 1. Dataset Detail 

Dataset Dataset Detail 

 Total 

Document 

Total Pairs Topic 

SQuAD 422 87.589 Open Domain 

Edu-QA 126 2.692 Closed 

Domain 

 

Figure 4. An example of annotation results that have been generated 

using annotation tools in SQuAD format. 

The process of dividing the tasks of the two annotators 

in annotating Edu data taken from the web 

https://ui.ac.id/ with a total number of documents in the 

form of the context of 126 where each annotator creates 

questions and answers from each of the 63 documents 

with a total number of topic pairs of 2692. The two 

annotators also use annotation tools, namely on the web 

https://haystack.deepset.ai/  to create data structures in 

SQuAD format. An example of the results of data 

annotation using annotation tools is shown in Figure 4 

where the results are in SQuAD format. 

The researcher carried out data preprocessing 

overlapping data to see how two different annotators 

distributed data samples in answering questions in a 

context with the data form, as in Table 2. From the 

results of data processing in the format in Table 2, the 

researcher carried out an analysis using a distribution 

plot for answer data, especially those taken based on 

annotators. 

Table 2. Content & Description Overlapping Preparations 

Content Description Overlapping 

Preparations 

Paragraph Length (Char) 
Total one paragraph per 

character 

Paragraph Length (Word) Total one paragraph per word 

Question Length (Char) 
Total One question per 

character 

Question Length (Word) Total one question per word 

Answer Length (Char) Total one answer per character 

Answer Length (Word) Total one answer per word 

 

Figure 5. Distribution Plot, which shows the distribution of answers 

taken by each annotator. 

The distribution plot in Figure 5 shows that the 

distribution of the two annotators is relatively the same. 

However, even so, we can see how the activities of 

annotators one and two are in answering questions. The 

second annotator answered the question relatively to the 

point on the target word, while the first annotator was 

different in that the answer was a sentence with more 

words. The model used to evaluate overlapping data is 

F1-score, Precision, and Recall value. It can be seen 

from Table 3 that with a score of almost 66%, there is 

no significant difference in the F1-score, Precision, and 

Recall value of each annotator, which means that the 

data annotation carried out has relatively the same 

tendency. 

Table 3. Overlapping Evaluation 

Metrics Score 

F1 Score 66.10 

Precision 66.70 

Recall 66.01 

Indirectly, annotators also see the validity of 

overlapping sample data with the amount of data for 

each context, question, and answer sample, namely 10, 

66, and 66. This overlapping data will also be 

considered later by researchers related to annotators 

who annotate the data to see whether there are 

differences. data collection techniques are used in 

different ways. The division of split data in this paper 

refers to research conducted by Nguyen et al. [29] with 
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a division of training, evaluation, and testing with a 

proportion of 70%: 20%: 10%.  

3. Result and Discussion 

3.1 Pre-processing Hardware and Finetuning Process 

This research uses several Python functions with the 

help of annotation tools to carry out pre-processing on 

Edu-QA data, such as removing stopwords, 

punctuation, lowercasing, and replacing multiple 

spaces. We use Google Colab Pro + as the 

computational machine for this research. this machine 

uses an additional 400 compute units for a total and 

accesses their highest memory machines. 

The next process is a finetuning process, which is 

carried out on the reader using a pre-trained BERT 

model and its development. This treatment was also 

finetuned to the SQuAD version 1.1 data. 

Hyperparameter details can be seen in Table 4. The 

results of the model are by extracting and ranking the 

answers in the closed domain dataset Edu-QA, using a 

transfer learning approach process that has been trained 

on a much larger dataset in the hope of increasing the 

level of evaluation. 

Table 4. Hyper Parameters for Reader 

Hyperparameters Details 

Training Batch Size 4 

Learning Rate 3e-5 

Train Epoch 10 

Optimizer AdamW 

Max Seq Length 384 

Max Query Length 64 

Gradient Accumulations Steps 3 

Docs Stride 128 

In the evaluation section, the metric that will be used in 

this research is the F1-Score and Exact Match to 

determine whether the model results can approach a 

more general ground truth answer due to the lack of 

Indonesian language sources. F1-Score and Exact 

Match can be suitable metrics for this research. 

3.2 Experiment Result 

The result shows us the performance of each model in 

handling the closed domain QA task case without being 

double fine-tuned as in the research by Rachmawati and 

Yulianti [7]. The difference between the IndoBERT-

base model and RoBERTa-base and from its 

development. XLM RoBERTta-base itself is an 

enhancement of RoBERTta-base. Basically, this 

comparison is obtained with the same 10 epochs. There 

is a possibility that the model can make subtle 

improvements when the epoch value is increased until 

the evaluation and loss model starts to stagnate. 

The next result, Table 5 is a model with double 

finetuning as was done by Yang et al. [30] in their 

research, which carried out double finetuning to carry 

out reader enhancement. This time, each model 

experienced an increase with an average increase in the 

models before and after the double finetuning of 4.8%. 

The highest difference is the IndoBERT-base reader 

with IndoBERT-base-SQuAD, which almost reaches 

7.3% this indicates that double finetuned is quite 

effective in increasing reader evaluation for this QA 

task. Even the smallest difference was experienced by 

the RoBERTa-base and RoBERTa-base-SQuAD 

readers, which only touched the largest of 3.10%. This 

shows that double fine-tuning can increase the 

evaluation value of the reader and model, but the level 

of effectiveness is different. 

Table 5. Experiment Result 

Models 

Evaluation Metrics 

F1-Score 
Exact 

Match 
Scenario 

IndoBERT-base 29.62 2.64 

Non-Transfer 

Learning 

RoBERTa-base 53.75 3.10 

XLM 

RoBERTa-base 
56.79 8.00 

IndoBERT-

base-SQuAD 
33.33 4.90 

Transfer 

Learning 

RoBERTa-base-

SQuAD 
56.79 6.07 

XLM 

RoBERTa-base-

SQuAD 

61.72 11.97 

Table 5 shows us the exact match score from both with 

and without double fine-tuning. The without double 

fine-tuned model has an average of 4.58%, an Exact 

match in all of the enhancement BERT models. The 

Exact match score with the double fine-tuned model has 

increased slightly with an average score of 7.64%. This 

value shows enhancement from the double fine-tuned 

model. and the highest increase is the XLM RoBERTa-

base-SQuAD model with a 3.97% increase. 

From the results of the comparison model we can see 

that the F1-Score value of the IndoBERT-base-SQuAD 

model has a final value of 33.33% with an Exact match 

of 4.90%, then the RoBERTa-base-SQuAD model gets 

an F1-Score of 56.79% and an Exact match of 6.07%, 

the final model is XLM-RoBERTa-base-SQuAD with 

an F1-Score of 61.72% and an Exact Match of 11.97%. 

The largest evaluation value is owned by XLM 

RoBERTa-base-SQuAD, with an F1-Score value 

obtained from 10 epochs of 61.72% and an Exact match 

of 11.97%. This is in line with several previous studies 

that state that the XLM RoBERTa model is still superior 

at this time in the cross-lingual generative process of 

Indonesian as mentioned in the research of Conneau et 

al. [15] . The results of this experiment are also the end 

of the development and verification of the model, but 

enhancements will continue to be carried out to get 

higher evaluation scores, especially for QA tasks. 

3.3 Qualitative Analysis 

The results of the qualitative analysis, shown in Figure 

6, were carefully translated from Indonesian to English 

for a thorough evaluation. Initially, all models are 

tasked with generating answers, revealing the ability of 

the XLM-RoBERTa model to provide precise ground 

truth answers without unnecessary words. This 



Matiin Laugiwa Prawira Putra, Evi Yulianti  

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 9 No. 1 (2025)  

 

This is an open access article under the CC BY-4.0 license                                                                                 109 

 

accuracy underscores the model's skill in capturing the 

essence of the information in question. 

However, as the scenario progresses, subtle differences 

emerge. Although the XLM-RoBERTa model 

consistently approaches the ground truth answer, there 

are several deviations that occur, especially in the loss 

of certain affixes. Although small, these differences 

highlight areas that need improvement in the future. In 

contrast, other models offer a broader range of 

responses, indicating differences in interpretation skills 

and indicating potential for improvement. 

In the third scenario, all models deviate from the actual 

answer, but both the XLM-RoBERTa and IndoBERT 

models succeed in producing answers that are close to 

the ground truth answer. The ability to converge 

towards the desired results reflects a distinct 

understanding of the contextual nuances in the query, 

demonstrating the overall efficacy of this model. These 

insights underscore the complexity of language 

understanding and generation tasks. Although the 

XLM-RoBERTa model consistently performs well, 

small differences emphasize the need for continued 

improvement. 

 

Figure 6. Show us How Qualitative Example Text 

4. Conclusions 

This paper explores the use of transfer learning 

strategies to perform closed-domain question answering 

(QA) on educational websites. Furthermore, the 

effectiveness of three BERT-based models, such as 

IndoBERT, RoBERTa, and XLM RoBERTa, using 

transfer-learning strategies was also evaluated in this 

study. This study also produced a new QA dataset on 

educational websites, consisting of 1,000 questions and 

answers with appropriate context. Our results show that 

the model using the transfer learning strategy improves 

the F1 Score of the non-transfer learning model by up 

to 4.91%. The highest performance was obtained by 

XLM RoBERTa which obtained an F-1 score of 

61.72% and an exact match score of 11.97%. The 

results are also shown by qualitative analysis with three 

different scenarios using different transfer learning 

models such as IndoBERT, RoBERTa, and XLM-

RoBERTa  where each scenario of the XLM-RoBERTa 

model can produce the same answer and is close to the 

ground truth answer, in contrast to the other two models 

IndoBERT and RoBERTa which answer questions with 

answers that are too broad. The analysis mentions 

qualitatively the XLM-model RoBERTa excels. 

Overall, the main contribution of this research is the 

investigation of transfer learning to improve the 

effectiveness of closed-domain QA on educational 

websites. 
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5. Future Work 

For future work, we are considering developing closed 

domain QA on educational websites such as 

https://ui.ac.id/ using a weighted approach and the next 

version of SQuAD data transfer learning. We also want 

to modify how extraction is done in the retriever and 

make the processing able to produce better evaluation 

values. 
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