
 Received: 06-12-2023 | Accepted: 13-02-2024 | Published Online: 18-02-2024 

135 

 

Accredited SINTA 2 Ranking 
Decree of the Director General of Higher Education, Research, and Technology, No. 158/E/KPT/2021 

Validity period from Volume 5 Number 2 of 2021 to Volume 10 Number 1 of 2026 

 

Published online at: http://jurnal.iaii.or.id 

 

JURNAL RESTI 

(Rekayasa Sistem dan Teknologi Informasi)  

Vol. 8 No. 1 (2024) 135 - 141 e-ISSN: 2580-0760 

Comparison of Machine Learning Algorithms in Detecting Tea Leaf 

Diseases 

Candra Nur Ihsan1, Nova Agustina2, Muchammad Naseer3, Harya Gusdevi4, Jack Febrian Rusdi5, Ari 

Hadhiwibowo6, Fahmi Abdullah7 
1Badan Riset dan Inovasi Nasional,  

2,3,4,5,6,7Department of Informatics, Sekolah Tinggi Teknologi Bandung, Bandung, Indonesia 
1candra.nur.ihsan@brin.go.id, 2nova@sttbandung.ac.id, 3naseer@sttbandung.ac.id, 4devi@sttbandung.ac.id, 

5jack@sttbandung.ac.id, 6ari@sttbandung.ac.id, 7fahmi@sttbandung.ac.id 

Abstract  

Tea is one of the top ten most exported products sent from Indonesia to foreign countries. However, in recent years, the amount 

of tea leaf exports from Indonesia has decreased, even though the export value impacts the country’s economic structure. 

Besides market competition, Indonesia needs to maintain tea leaf production so that the spike in export decline is not significant 

or even increases the export production of tea leaves. To improve the quality of production and reduce production costs, early 

detection of tea leaf diseases is necessary. This study aims to classify tea leaf images for early detection of tea leaf disease so 

that appropriate treatment can be carried out early on. This study compares Machine Learning algorithms to determine the 

best algorithm for detecting tea leaf diseases. The algorithms tested as performance comparisons in classifying the tea leaf 

diseases are Random Forest (RF), Support Vector Classifier (SVC), Extra Tree Classifier (ETC), Decision Tree (DT), XGBoost 

Classifier (XGB) and Convolutional Neural algorithms. Network (CNN). As a result, the average accuracy performance 

generated by ETC produces a higher value than other algorithms, i.e., getting an average accuracy performance of 77.47%. 

Another algorithm, i.e., SVC, has an average accuracy of 76.57%, RF of 76.12%, DT of 65.31%, XGB of 71.62%, and the 

lowest is CNN of 59.08%. ETC is proven to be the most superior Machine Learning algorithm for detecting tea leaf diseases 

in this study. 
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1. Introduction  

Indonesia is a tropical climate country [1] and has fertile 

soil for farming [2]. Farming produces food production 

distributed for personal consumption, sold 

domestically, or exported abroad. One of the highest 

export products from Indonesia is tea leaves, which are 

included in the top 10 highest export products from 

Indonesia [3]. In 2019, Indonesia became one of the 

most tea leaf exporting countries, reaching 140 

thousand tons of tea leaves that were exported abroad 

[4]. The tea leaves produced must be found to ensure 

the quality is maintained [5]-[7]. In recent years, the 

number of tea leaf exports from Indonesia has 

decreased, even though the value of exports affects the 

country’s economic structure [8]. Besides market 

competition, Indonesia needs to maintain the quality of 

tea leaves so that the surge in export decline is not 

significant or even increases the production of tea 

leaves. One cause of decreased quality of tea production 

is diseases of tea leaves [9], resulting in losses in 

production results. Tea production is often threatened 

by diseases that attack tea leaves, i.e., anthracnose, 

white spot, bird's eye, red leaf spot, brown blight, grey 

blight, and algal leaf [10]. Identification of tea leaves 

from an early age can be handled faster to minimize the 

distribution of tea leaves. However, 47.05% of farmers 

in Indonesia are lacking in conducting tea leaf nursery 

techniques, one of which is to identify tea leaf disease 

[11]. 

Artificial Intelligence (AI) technology is a mainstay 

technology for researchers to apply to various fields 

(e.g. health, agriculture, industry, etc.) to identify 

various kinds of diseases of crops [12]-[14], one of them 

identifies tea leaves [15]. To identify tea leaf disease, 

researchers usually use the derivative field of 

technology, i.e., Machine Learning [16]-[18]. ML is a 

https://doi.org/10.29207/resti.v8i1.5587
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derivative field of AI that focuses on producing 

machines by having the ability of humans to decide 

[19]. ML conducts learning sources by extracting data 

and studying the patterns given by humans. ML 

algorithms that are widely used by researchers, 

especially to detect the type of tea leaf disease, are CNN 

algorithms. [20], [21] With an accuracy got over 90%, 

Random Forest (RF) [22] with over 70% accuracy, 

Support Vector Classifier (SVC) [23] with over 80% 

accuracy, Decision Tree (DT) [24] With over 40% 

accuracy, and XGBoost Classifier (XGB) [24] with an 

accuracy of over 45%. Besides these algorithms, the 

authors conducted other algorithm studies used to 

classify images, i.e., Extra Tree Classifier (ETC) [25]. 

In that study, ETC produced a better model accuracy 

than other algorithms (DT and RF) in identifying soil 

cover using remote sensing, with the accuracy of the 

ETC model achieved over 97%. Each model has 

different accuracy results in classifying images. It is 

important to evaluate the model to choose the right 

algorithm and alternative algorithms in identifying the 

type of tea leaf disease. The selection of the right model 

can be done by comparing the ML algorithm, as well as 

Pandian et al., [26], comparing ML algorithm to classify 

the type of grey rot disease on tea leaves. However, the 

author did not find research that compares the algorithm 

to get the most optimal model in detecting all variants 

of tea leaf disease.  

In short, this study aims to compare ML algorithms, i.e., 

RF, SVC, ETC, DT, XGB and CNN, to detect types of 

tea leaf disease. The novelty in this study is that 

researchers compare ML algorithms with a dataset 

containing a collection of images of all variants of tea 

leaf disease, i.e., anthracnose, white spot, bird's-eye, red 

leaf spot, brown blight, grey blight, and algal leaf. The 

model comparison indicator used in this study is the 

accuracy value, F1-Score, Recall, and Precision, as 

done in the study [27], in comparing the ML model to 

classify images. 

2. Research Methods 

This study aims to compare RF, SVC, ETC, DT, XGB 

and CNN algorithms to get the best and alternative 

models to detect types of tea leaf diseases. The dataset 

used in this study was the Tea Disease Dataset [28] with 

a total data of 1106 data about the picture of tea leaf 

disease. The selection of the best models is measured 

based on accuracy, precision, recall, and F1-score 

indicators produced by the model. 

2.1 Classification of Tea Leaf Diseases 

The dataset used in this study is divided into six types 

of tea leaf diseases, i.e., anthracnose, white spot, bird’s 

eye, red leaf spot, brown blight, grey blight, and algal 

leaf. Of the 1106 tea leaf photo data, it was divided into 

2 parts, i.e., 885 were used as training data and 221 were 

used as testing data (70:30). Several diseases of tea 

leaves have almost similar characteristics, but if you 

look in more detail, you will see the differences. For 

example, red leaf spots, bird’s-eye brown blight and 

grey blight have the character of spots but differ in the 

colour of the spots. To be clearer, we present photos of 

tea leaves affected by the disease and their comparison 

with healthy tea leaves, which can be seen in Figure 1. 

 

Figure 1. Tea Leaf Disease Data 

Table  1. Factor and Characteristic Tea Leaf Diseases 

Product Description 

Antracnosis 

Factor Fungus Colletotrichum 

Characteristic Small black circular spots on 

tea leaves 

White Spot 

Factor Fungus Mycosphaerella 

Characteristic The tips of the tea leaves are 

pale yellow and then turn 
white 

Bird’s-eye 

Factor Helminthosporium heveae 

Petch 
Characteristic The circular spots are dark red 

and surrounded by a dark 

border, like a bird's eye. 

Red Leaf 
Spot 

Factor Pathovars of Pseudomonas 

syringae and Xanthomonas 

Characteristic Irregular red or reddish brown 
leaf spots. When the spots 

coalesce, the leaves are 

damaged and fall off. 

Brown Blight 

Factor Fungus Drechslera siccans 

Characteristic Small brown elongated, 

elliptical, or necrotic spots on 
tea leaves 

Gray Blight Factor Pestalotiopsis theae 

 Characteristic The brown tea leaf spots then 
turn to ash and spread all over 

the leaf 

Algal Leaf 

Factor Cephaleuros virescens 

Characteristic Circular spots or blotches, and 

the edges of the spots are 

wavy or hairy. Slowly the 
leaves will die if the fungus is 

not handled 

The factors causing disease in tea leaves are 

environmental factors that are too humid or too dry. 

Besides environmental factors, other factors are pest 

attacks that attack tea leaves such as leaf caterpillars, 

mites, aphids, fungi, viruses, and bacteria. Each type of 

tea leaf disease has a different cause because it has 

different disease factors. The ML algorithm will 
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identify photos of tea leaves affected by the disease 

based on the disease characteristics of the tea leaves. In 

Table 1, we summarize the characteristics of tea leaf 

disease and the factors for tea leaf disease. 

2.2 System Overview 

In this study, image preprocessing was performed on 

the photo dataset of diseased tea leaves, i.e., converting 

image data into array data so that the data can be studied 

by machines. The next stage is featuring extraction 

(taking object characteristics in the image) for 

detection. Next, we split the dataset, the best being 50% 

training data and 50% testing data before the modelling 

process is carried out using ML algorithms. An 

overview of the system in this study can be seen in 

Figure 2. 

 

Figure 2. System Overview Comparison of Machine Learning 

The ML algorithms used in this study, i.e., RF, SVC, 

ETC., DT, XGB and CNN, produce tea leaf disease 

predictions that may be different. These results are 

because of the sensitivity of ML models to different 

datasets because ML algorithms have unique patterns of 

learning. Model evaluation was carried out in this study 

to measure the best model for classifying tea leaf 

disease images. The evaluation used as an indicator for 

model measurement is accuracy, recall, precision, and 

F1-Score. Selection of the best model is carried out. 

2.3. Random Forest (RF) 

Random Forest (RF) is a classifier method that is 

formed from decision trees and random selection 

features [29]. To produce disease predictions on tea 

leaves using RF, sci-kit-learn (python module) 

performs the most voting of all decision trees. Each 

decision tree (hx) produces predictions of tea leaf 

disease. Each decision tree is calculated using Gini 

Importance, which is a binary tree that has two nodes. 

The calculation of Gini Importance can be seen in 

Formula 1. 

𝑛𝑖𝑗 =  𝑤𝑙𝑒𝑓𝑡(𝑗)𝑐𝑙𝑒𝑓𝑡(𝑗) − 𝑤𝑟𝑖𝑔ℎ𝑡(𝑗)𝑐𝑟𝑖𝑔ℎ𝑡(𝑗)            (1) 

𝑛𝑖𝑗 is node j, 𝑤𝑙𝑒𝑓𝑡(𝑗) and 𝑤𝑟𝑖𝑔ℎ𝑡(𝑗) are the number of 

samples that reach node j from the left and right nodes, 

𝑐𝑙𝑒𝑓𝑡(𝑗) and 𝑐𝑟𝑖𝑔ℎ𝑡(𝑗) are the impurity values of node j 

from the left and right nodes. Furthermore, the 

significant value in each decision tree can be calculated 

using Formula 2. 

𝑓𝑖𝑖 =  
∑ 𝑗:𝑛𝑜𝑑𝑒 𝑗 𝑠𝑝𝑙𝑖𝑡𝑠 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖 𝑛𝑖𝑗

∑ 𝑘∈𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠 𝑛𝑖𝑘
             (2) 

fi is the important feature i, and ni is the important node 

j. Furthermore, the result is normalized to a value 

between 0 and 1 divided by the sum of all the feature 

importance values (𝑛𝑜𝑟𝑚𝑓𝑖𝑖). To calculate it can be 

seen in Formula 3. 

𝑛𝑜𝑟𝑚𝑓𝑖𝑖 =  
𝑓𝑖𝑖

∑ 𝑗∈𝑎𝑙𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑓𝑖𝑗
             (3) 

The last step calculates the average across all trees with 

the total value of important features in each tree 

(𝑛𝑜𝑟𝑚𝑓𝑖𝑖𝑗) divided by the number of trees (T). RF 

calculations can be seen in Formula 4. 

𝑅𝐹 =  
∑ 𝑗∈𝑎𝑙𝑙 𝑡𝑟𝑒𝑒𝑠 𝑛𝑜𝑟𝑚𝑓𝑖𝑖𝑗

𝑇
                           (4) 

2.4 Support Vector Classifier (SVC) 

The Support Vector Classifier (SVC) in the detection of 

tea disease in this study classifies data by entering the 

kernel, which aims to find a hyperline (separator) to 

provide the maximum margin distance between classes. 

Figure 3 is an illustration of seven classes and 

hyperlines formed using SVC. 

 

Figure 3. Illustration of SVC classifying diseased tea leaves 

It is necessary to select the right kernel to produce a 

good hyperline so that the model produces optimal 

predictions of tea disease. In this study, seven classes of 

tea leaf diseases are formed, resulting in seven 
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hyperlines. To calculate hyperline can be seen in 

Formula 5. 

𝑤 . 𝑥𝑖 + 𝑏 = 0                                    (5) 

In Formula 5, w describes the model parameters, x 

describes the attribute values and b describes the scalars 

used as tea leaf disease bias. 

2.5 Extra Tree Classifier (ETC) 

Extra Tree Classifier (ETC) ETC studies tea leaf disease 

datasets with a highly randomized tree structure, similar 

to RF. Each ETC decision tree is formed from image 

training data of diseased tea leaves and is tested using a 

random sample that has k-features to get the best 

prediction and accuracy value. To implement ETC in 

classifying tea leaf disease images, the first step is to 

calculate the entropy value. Entropy is the homogeneity 

value of class distribution in a collection of objects. The 

entropy value got is proportional to the homogeneity of 

the class distribution in the tea leaf image. To get the 

Entropy value in a decision tree, you can use Formula 

6. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  ∑ 𝑃𝑖 log 2𝑃𝑖0
𝑖=1                      (6) 

The sample subset is represented by 𝑃𝑖  and i represents 

an attribute value. The next step is to make a feature 

selection that shows random variable knowledge. The 

higher the feature selection value (Gain) gets the better 

ETC produces predictions. To get the Gain value, use 

the following Formula 7. 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = ∑ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)
𝑣 𝜖 𝑉(𝐴)

|𝑆𝑣|

|𝑆|

             (7) 

2.6 Decision Tree (DT) 

Decision Tree (DT) is a classifier algorithm that 

organizes each option into a branching node [30]. DT 

has a tree-like structure that has branches, roots, and 

leaves. 

2.7 XGBoost Classifier (XGB) 

Extreme Gradient Boosting (XGB) is an ML algorithm 

that combines gradient descent and boosting, which is 

usually called Gradient Boosting Classifier [31]. 

Boosting is an ensemble learning algorithm that gives 

different weights for training data distribution for each 

iteration. Each boosting iteration adds weight for the 

miss-classified error sample and subtracts weight for 

the correct-classified sample, so it changes the training 

data distribution effectively. 

2.8 Convolutional Neural Algorithms. Network (CNN)  

Convolutional Neural algorithms. Network (CNN) is an 

algorithm developed from the Multilayer Perception 

which functions to process two-dimensional data and 

belongs to the Deep Learning (DL) section [32]. DL is 

a subset of ML that learns by understanding patterns 

based on large data and complex variables. CNN has 

three-dimensional layers (width, height, and depth) and 

has neurons in each layer that are interconnected. Figure 

4 is an example of the application of CNN in detecting 

tea leaf disease and the results got are that the tea leaves 

are detected by Brown Blight disease. 

 

Figure 4. Illustration of SVC classifying diseased tea leaves 

In our case study, images of diseased tea leaves pass 

through a series of convolution layers and converge to 

maximum values in the alternative modes. Use Formula 

8 to form a series of convolutions. 

𝑧𝑙 =  ℎ𝑙−1 × 𝑊𝑙                                    (8) 

h is the layer height and W is the layer width. When the 

diseased leaf images have been convoluted, a feature 

map is created and inserted into the Max Pooling layer. 

Max Pooling is to return the maximum value of the 

image section in the kernel. The next step is to integrate 

the maximum value into the feature mapping and 

transform it into a vector through the weight matrix. At 

this stage, all possibilities are connected with neurons 

and produce output from the output vector.  

2.9 Evaluation Matrix 

Evaluation of performing the ML algorithms in 

identifying tea leaf diseases used in this study was 

accuracy, precision, recall, and F1-Score. The accuracy 

of the model shows the percentage of accuracy of the 

prediction results which are predicted to be correct 

according to the actual type of tea leaf disease. The 

precision of the model shows the accuracy of the 

positive prediction results of tea leaf disease, which are 

correctly predicted compared to the total data that are 

classified as positive for diseased tea leaves. If the 

precision is compared to the total data that is classified 

as positive for diseased tea leaves, on recall the positive 

prediction is compared to all data that is positive for 

disease in the testing data. To get an average 
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comparison between precision and recall, you can 

calculate the F1-Score value. To calculate the values for 

accuracy, precision, recall, and F1-Score, it is necessary 

to get data values that predict correctly and incorrectly. 

We present a matrix evaluation image as an illustration 

of the prediction data grouping, which can be seen in 

Figure 5. 

 

Figure 5. Illustration of tea leaf disease prediction matrix evaluation 

In Figure 5, the prediction results for diseased leaves are 

marked in green with details: (1) TA is True Positive 

Anthracnosis, and FA is False Positive Anthracnosis, 

(2) TWS is True Positive White Spot and FWS is False 

Positive White Spot, (3) TBE is True Positive Bird’s-

eye and FBE is False Positive Bird’s-eye, (4) TRLS is 

True Positive Red Leaf Spot and FRLS is False Positive 

Red Leaf Spot, (5) TBB is True Positive Brown Blight 

and FBB is False Positive Brown Blight, (6) TGB is 

True Positive Gray Blight and FGB is False Positive 

Gray Blight, (7) TAL is True Positive Algal Leaf and 

FAL is False Positive Algal Leaf.  

True Positive (TP) shows that the system predicts 

correctly that the leaves are diseased in that class, and 

False Positive (FP) shows that the system predicts false 

positive which means the system detects diseased tea 

leaves in a certain class, but the actual data is that the 

tea leaves are diseased in other classes or even not 

diseased.  

The True Negative (TN) class is a collection of images 

that are correctly predicted that the tea leaves are not a 

disease in that class, but are diseased in another class. 

Then False Negative (FN) is a collection of images that 

are predicted not to be a disease in that class, but the 

actual data for the image is a disease in that class. In 

summary, the calculation of accuracy, precision, recall, 

and the F1-Score model can be seen in Formulas 9 

through 12. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 𝑇𝑁+ ∑ 𝑇𝑃

∑ 𝑇𝑃+ ∑ 𝑇𝑁+ ∑ 𝐹𝑃+ ∑ 𝐹𝑁
                  (9) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
∑ 𝑇𝑃

∑ 𝑇𝑃+ ∑ 𝐹𝑃
                            (10) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
 ∑ 𝑇𝑃

∑ 𝑇𝑃+∑ 𝐹𝑁  
                             (11) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ×
𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                (12) 

According to F. Gorunescu in a paper compiled by 

Agustina, et al. [33] the model evaluation results are 

categorized as very good if you get a score of 90% to 

100%, a good category with a value of 80% to 90%, 

well with a value of 70% to 80%, bad with a value of 

60% to 70%, and produce machine errors with accuracy 

values below 60%. 

3.  Results and Discussions 

The predictions generated by each algorithm in 

detecting the type of tea leaf disease were that we got 

different values of accuracy, precision, recall, and F1-

Score. ETC, SVC, RF, and XGB algorithm has a fairly 

good model sensitivity to the Tea Disease Dataset with 

a model accuracy of over 70%. These results prove 

these algorithms are quite good at detecting types of tea 

diseases and further research can be carried out. Our 

goal, i.e., to compare the ML algorithms (RF, SVC, 

ETC, DT, XGB and CNN) to detect the type of tea leaf 

disease we summarize in this section.  

The results of our analysis in this study are that the ETC 

algorithm is the most sensitive algorithm for the Tea 

Disease Dataset. The sensitivity of ETC, RF, and SVC 

is proven in these results to have a fairly good 

sensitivity to the tea leaf disease dataset. Other 

algorithms can be used as alternatives with quite good 

algorithm categories, i.e., the XGB algorithm with a 

model accuracy of 71.62%.  

In this study, the DT algorithm is included in the 

category of algorithms that have poor sensitivity to the 

tea leaf disease dataset, because it only gets an accuracy 

value of 65.32%. The CNN algorithm is detected to be 

very insensitive to the tea disease dataset because it only 

gets an accuracy of 59.08%.  

The results of the analysis are based on the accuracy 

value obtained by the ETC algorithm which is greater 

than the other algorithms The performance of the ML 

algorithms that we have measured can be seen in Figure 

6.  

In Figure 6, several algorithms produce accuracy values 

that are not much different, i.e., RF accuracy which is 

only 1.35% different and SVC which is only 0.57% 

different from the highest algorithm accuracy, i.e., ETC 

which gets the highest accuracy of 77.48% compared to 

other algorithms.
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Figure 6. Comparison of Algorithms in Detecting Types of Diseases of Tea Leaves

The priority in research on disease detection in tea 

leaves is to identify tea leaves that are positive for the 

disease compared with tea leaves that are negative but 

detected positive. Therefore, the recall indicator is also 

taken into consideration in the evaluation of the ML 

model conducted in this study. In this study, the recall 

showed that there were many positive cases of diseased 

leaves that had diseased tea leaves. The higher the recall 

value, showing the percentage of positive cases of 

diseased leaves carried out by the model on the actual 

data, the more accurate it is. In this study, the ETC 

algorithm was the best in detecting positive cases of 

diseased leaves with a recall value of 76.82%. Other 

algorithms also get quite good recall values, i.e., recall 

values of 76.48% for SVC, 76.28% for RF, and 70.50% 

for XGB. DT and CNN are bad both in detecting 

positive cases of diseased leaves, with a model accuracy 

below 70%. 

Furthermore, precision indicators are usually used to 

measure the sensitivity of models with positive error 

priority. In our study, cases of false positives (eg 

detected a diseased leaf but a non-disease tea leaf) were 

not prioritized. However, considering that it is not a 

problem to treat tea leaves that are not diseased, it can 

be a way to prevent tea leaf disease. We make our 

precision value one of the measurement indicators. In 

this case, ETC, SVC, and RF are good algorithms for 

detecting false positives with an accuracy of more than 

70%. Other algorithms, i.e., DT, XGB, and CNN are 

quite bad at detecting false positives for tea leaf disease 

with a precision value of less than 70%. 

The F1-Score measures the harmonic average between 

recall and precision. Due to the priority bias between 

recall and precision, we consider measuring the F1-

Score. The best F1-Score value is ETC with a value of 

76.62%, followed by SVC of 76.58% and RF of 

75.80%. The DT, XGB, and CNN algorithms are not 

good at producing harmonic averages with F1-Score 

values obtained below 70%. 

Finally, the DT algorithm has poor sensitivity to the tea 

leaf disease dataset of all the indicators we evaluate. 

The CNN algorithm was unsuccessful in classifying the 

tea leaf disease as evidenced by the low scores on all 

indicators, the ETC Algorithm being the recommended 

algorithm to be used as a model for detecting tea leaf 

types, with other alternative algorithms being RF, SVC, 

and XGB because they have low values. Quite far from 

the values generated by ETC on all the indicators we 

evaluated. 

4.  Conclusions 

The results of the analysis of the ML model to detect tea 

leaf disease are divided into seven, i.e., anthracnose, 

white spot, bird’s-eye, red leaf spot, brown blight, grey 

blight, and algal leaf. In this study, we compared ML 

classifier algorithms to detect leaf disease using the Tea 

Disease Dataset. ETC produces the highest score on all 

indicators (accuracy, precision, recall, and F1-Score) 

with each value above 70% and belongs to the model 

category, which is quite good at classifying images. 

However, we get alternative algorithms with good 

categories on all indicators, i.e., the RF and SVC 

algorithms. XGB has a value above 70% on the 

resulting accuracy and recall, but on the precision 

indicator and F1-Score, it gets a value below 70%. In 

XGB, not all indicators get good categories, so that it 

can be used as an in-depth consideration for future 

research. The other two algorithms, i.e., DT and CNN, 

are in a bad category because they get scores below 70% 

on all indicators. 

For future research, we suggest improving the XGB, 

DT and CNN algorithms to improve model 

performance in detecting tea leaf diseases. For example, 

by implementing ensemble methods to improve better 

performance when collaborating on model algorithms. 
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