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Abstract  

To do fish farming, you need to know the types of fish to be cultivated. This is because the type of fish will affect how it is 

handled and managed. So, this study aims to develop an image processing system for classifying fish species, especially fish 

that are cultivated, with a combination of the K-Nearest Neighbor (K-NN) algorithm and Principal Component Analysis (PCA). 

The feature extraction used is feature extraction based on its color and shape. The K-NN algorithm can group certain objects 

by considering the shortest distance from the object. According to the best criteria, the PCA method is employed in the 

meanwhile to decrease and keep the majority of the relevant data from the original characteristics. Based on the test results, 

the accuracy value obtained is 85%. The use of a combination of the K-NN and PCA algorithms in the image classification of 

fish species in the research that has been done has been shown to be able to increase accuracy by 7.5% compared to only using 

the K-NN algorithm. 

Keywords: fish species; image classification; k-nearest neighbor; principal component analysis

1. Introduction 

Fish are animals that live in water and have a myriad of 

benefits for human life. Among these benefits, it can be 

used as ornamental fish or consumed by humans 

because it has a high protein and nutritional content. 

Fish have a variety of species, both fish that live in fresh 

water and fish that live in sea water. Recorded more 

than 15,000 species of freshwater fish and more than 

14,000 species of seawater fish [1]. With many benefits, 

fish is a superior commodity for several countries and 

has economic value. For this reason, many people 

cultivate fish, both for use as ornamental fish and for 

consumption. To do fish farming, you need to know the 

types of fish to be cultivated. This means that 

knowledge about the types of fish or the classification 

of fish species can be useful for farmers. This is because 

the type of fish will affect how it is handled and 

managed [2]. Types of fish can be identified based on 

their appearance because each type generally has 

different traits and characteristics. 

Digital image processing is associated with how to 

perform the formation, processing, and analysis of 

images to obtain information from the image so that it 

can be more useful [3]. Image classification is one of 

the uses for image processing. The technique of 

classifying photographs into groups based on visual 

elements, each group having the same properties, is 

known as image classification [4]. To define diverse 

things and make them easier to recognize, image 

classification is helpful. [5]. Research related to the use 

of digital image processing in the classification and 

identification of fish species has been carried out by 

several researchers. The first researcher regarding 

formalin fish classification used the Support Vector 

Machine (SVM) approach with texture feature 

extraction. This study resulted in an accuracy rate of 

0.784, or 78.4% [6]. The SVM technique, however, 

performs less well in complex class scenarios because 

it divides the optimum hyperplane into two classes [7]. 

Subsequent research regarding the identification of 

freshwater fish species with the Linear Discriminant 
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Analysis (LDA) approach using HSV color feature 

extraction [8]. In this study, the accuracy value reached 

84.5%. But the LDA method has the drawback of being 

unable to handle data with samples smaller than the 

number of features [9]. Next, research on the 

classification of fish species using the K-Nearest 

Neighbor (K-NN) algorithm [10]. This study's accuracy 

score was 77.50%. By taking into account the object's 

closest distance, the K-NN algorithm may group certain 

items. The K-NN method can successfully classify with 

a high number of classes, despite this research's lesser 

accuracy than earlier studies.  

The K-NN algorithm can be used for classification 

because of its simplicity in implementation, where the 

algorithm groups data based on the closest data point to 

the data you want to predict. The K-NN algorithm is a 

simple instance-based algorithm, which means there are 

no complex training stages. So this algorithm can be 

applied to limited training data and can give good 

results because it focuses on certain information. [11]. 

In contrast to deep learning approaches that offer high 

accuracy but involve complex model architectures and 

require large training data as well as powerful hardware 

to train and implement them. However, the K-NN 

algorithm has weaknesses in handling deviated values, 

so it is vulnerable to variables that do not contain 

information [12]. So, it is necessary to improve and add 

methods based on the features formed by objects and to 

reduce and maintain appropriate information from their 

original characteristics in order to produce optimal 

performance. One of the algorithms that can be used to 

solve data reduction problems is Principal Component 

Analysis (PCA). This method can be used to reduce and 

retain most of the relevant information from the original 

features according to optimal criteria [13]. PCA can 

simplify data through linear transformation so as to 

form a system that has new coordinates that produce 

maximum variance [14]. 

As a result, the goal of this project is to create a fish 

species classification image processing system, 

specifically for fish that have been raised using a 

combination of the K-Nearest Neighbor (K-NN) 

algorithm and Principal Component Analysis (PCA). 

Feature extraction is required to identify the K-NN 

method since it can only function properly if it receives 

data or characteristics from the picture class that has to 

be categorized. Based on qualities of color and form, 

feature extraction is used. The PCA method which is 

used to reduce and store most of the substantial 

information from existing features to obtain more 

representative information, will be used with the K-NN 

algorithm to optimize and increase the accuracy of the 

K-NN algorithm. In this study, the type of fish used was 

freshwater fish that were cultivated. This is because 

freshwater fish that are cultivated have different 

handling depending on the type of fish; for this reason, 

a classification process is needed by the cultivator. The 

types of freshwater fish cultivated that are used are 

Goldfish, Gurami, Bangus, and belanak. These are 

freshwater fish that are often cultivated both for 

consumption and as raw materials for the production of 

food products. 

2. Research Methods 

Research must be well-organized and structured via 

distinct phases in order to deliver high-quality results. 

Due to this, the phases of this study's research were 

organized to be consistent with the goals of the research 

shown in Figure 1.  

 

Figure 1. Phases in Conducting Research 

2.1. Collecting Datasets 

Image data is gathered at this point and utilized as a 

dataset. Datasets are a crucial component of image 

processing since the availability of a dataset affects a 

model's performance [15], [16]. The dataset used is 

taken from the Kaggle website with the following link 

https://www.kaggle.com/datasets/markdaniellampa/fis

h-dataset. The type of fish used is freshwater fish 

cultivation, including: Goldfish, Gourami, Bangus, 

Mullet. The total image data used is 400 images, then 

the image data is divided into training data and testing 

data. The percentage distribution used is 70:30 [17]. 

The percentage for training data is more than for testing 

data because so that the model can optimally learn from 

existing patterns  [17]. The data used for testing is also 

used as data for validating the results of the training that 

has been carried out. So that the training data used is 

280 images and the testing data is 120 images. 

2.2. RGB Image Transformation to Binary 

The RGB picture must then be changed into a binary 

image in the next phase. A binary image is one that only 

has the numbers 0 (black) and 1 (white) for intensity. 

https://www.kaggle.com/datasets/markdaniellampa/fish-dataset
https://www.kaggle.com/datasets/markdaniellampa/fish-dataset
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Because the item to be segmented may be differentiated 

from the backdrop of the object by converting the RGB 

picture into a binary image, this approach tries to 

streamline the segmentation steps. 

2.3. Image Segmentation with Otsu Thresholding 

It is the aim of the segmentation procedure to 

distinguish certain items from other things in the image 

[18]. The limits of the region whose organization and 

form are comparable are used to divide the object. The 

Otsu thresholding segmentation technique is used. This 

technique uses an automated threshold search to 

identify the foreground, to be determined, and 

background of an image [19]. The result of this 

operation will be the separation of the necessary items 

from the backdrop, leaving just the necessary elements 

visible. 

2.4. Extraction of Color and Shape Features 

The process of identifying an item in an image and 

differentiating it from other objects is called feature 

extraction. At the classification step, the retrieved 

features are subsequently employed as input parameters 

[20]. Applying feature extraction based on color and 

form. The RGB and HSV values will be used by the 

color feature. Regarding the properties of the form 

dependent on the size of the object area. 

2.5. Reduction of Feature Extraction Results with the 

PCA Algorithm 

In order to achieve optimum performance, the results of 

feature extraction will now be reduced to two principal 

components, which will subsequently be reduced to one 

principal component. A technique called PCA uses 

several lines and planes to reduce dimensionality. 

Without significantly reducing the amount of 

information used to describe the full dataset, the PCA 

technique may condense the dimensions of the observed 

data into fewer dimensions. In accordance with ideal 

criteria, PCA will minimize and keep the majority of the 

relevant data from the original characteristics. [21]. 

Data may be simplified using linear transformations via 

the PCA technique to create a system with new 

coordinates that yield the most variance [22]. To do this, 

it is necessary to convert the data or pictures that need 

to be dimensionally reduced into a collection of column 

matrices, 𝛤1, 𝛤2, 𝛤3, …, 𝛤𝑀, where M is the number of 

available samples. The following procedures may be 

used to determine the main element of each data set: 

This phase begins with the data being prepared by 

generating a set S using Formula 1. 

(Γ1,Γ2,Γ3, …  ΓM)𝑆 = 𝛤1,𝛤2,𝛤3, … , 𝛤𝑀    (1) 

The second step involves utilizing Formula 2 to get the 

middle value (Ψ).  

Ѱ =
1

𝑀
 ∑ 𝛤𝑛

𝑀
𝑛=1                 (2) 

By using Formula 3, the third step determines the 

average value and the difference value (Ф) from the 

training data (𝛤𝑖). 

 (Ψ)𝛷𝑖 = 𝛤𝑖 − Ѱ   (3) 

The covariance matrix (C) value is determined at the 

fourth step using Formula 4 

𝐶 =
1

M
  ∑ Φ𝑛

𝑀
𝑛=1 Φ𝑛

𝑇 = 𝐴𝐴𝑇   (4) 

The next step involves solving Formula 5 to determine 

the eigenvalues (λ) and eigenvectors of the covariance 

matrix (C).  

𝐶 𝑥 𝑣𝑖 = 𝜆𝑖  𝑥 𝑣𝑖                         (5) 

The eigenface (μ) employs Formula 6 once the 

eigenvector (v) is produced. 

𝜇𝑖 =  ∑ 𝑣𝑙𝑘
𝑀
𝑘=1 Φ𝑘    𝑙 = 1, … , 𝑀         (6) 

2.6. Image Classification with K-NN 

Using the K-Nearest Neighbor (KNN) technique, 

classification and regression issues may be resolved. 

This method falls under the category of supervised 

learning, where the training set must consist of labeled 

data. K-NN is a classification technique that bases its 

learning on data that is closest to the item being 

processed [23]. Non-parametric algorithms like K-NN 

employ a variable number of parameters, and when 

more data becomes available, the number of parameters 

often rises. Non-parametric algorithms take fewer data-

related assumptions but are computationally slower. 

Figure 2 serves as an example of how the K-NN 

algorithm classifies items. 

 

Figure 2. Illustration of Classification Using the K-NN  

Figure 2 shows how K-NN classes objects using a 

learning pattern that takes into account the closest 

distance to other objects; if an item is near to an object 

that is being classified, it is regarded as a member of the 

closest object. In the K-NN algorithm, data is entered 

into a multidimensional space, and each dimension is 

associated with different data attributes. The accuracy 

value of the KNN algorithm is highly dependent on 
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whether there are features that are not meaningful, or if 

the feature weights do not correspond to the object's 

significance [24]. The KNN algorithm makes the 

assumption that comparable things will be present 

nearby or in nearby neighborhoods. This implies that 

comparable data will be located next to one another. 

The KNN algorithm classifies data or new cases using 

all available data and similarity or distance functions. 

The class that houses the majority of the adjacent data 

is then given the new data. The test sample, for instance, 

X, is modified to resemble a feature vector shape (X1, 

X2, ..., Xm), in order to apply the preceding K-NN. The 

whole training sample is this sample. Then, using the 

sample values at (di1, di2, ...., dim), compute the 

similarity between the training sample and the X test 

sample using Formula 7. 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑋, 𝑑𝑖) =  
∑ 𝑋𝑗 .𝑑𝑖𝑗

𝑚
𝑗=1

√(∑ 𝑋𝑗 𝑚
𝑗=1 )

2
 √(∑ 𝑑𝑖𝑗 𝑚

𝑗=1 )
2
 (7) 

Next, choose the k samples with the highest degree of 

similarity, and use Formula 8 to compute the 

probability. 

𝑃(𝑋, 𝐶𝑗) =  ∑ 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑋 , 𝑑𝑖). 𝑦(𝑑𝑖  , 𝐶𝑗)𝑑        (8) 

2.7. Model Evaluation 

This evaluation stage is carried out to assess the 

effectiveness of the model created [25]. To provide an 

evaluation of the model built using the confusion matrix 

by looking for precision, recall and accuracy values. 

These values can be obtained using Formula 9,10, and 

11.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (9) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (10) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (11) 

where, TP (True Positive) indicates positive data that is 

correctly classified, TN (True Negative) indicates 

negative data indicates positive data that is correctly 

classified, FP (False Positive) indicates negative data 

that is classified with positive data results, FN (False 

Negative) shows positive data which is classified with 

negative data results. 

3.  Results and Discussions 

To classify images of fish species using a combination 

of the K-Nearest Neighbor (K-NN) algorithm and 

Principal Component Analysis (PCA) the first step is to 

prepare a dataset in advance, where the data will later 

be used as training and testing of the model being built. 

Datasets are needed in pattern recognition and learning 

in order to find information in the image so that the 

classification process can be carried out. The total 

image data used is 400 images, then the image data is 

divided into training data and testing data. The 

percentage distribution used is 70:30. So that the 

training data used is 280 images and the testing data is 

120 images. The types of fish used are cultivated fish 

including: Goldfish, Gourami, Bangus, Mullet. Samples 

from the image dataset of fish species used can be seen 

in Table 1. 

Table  1. Dataset Image Samples Used 

Type of Fish Used Image Sample 

Goldfish 

 

Gourami 

 

Bangus 

 

Mullet 

 

The created model is then put into use in the MATLAB 

program for both training and testing. Beginning with 

the conversion of RGB pictures to binary images, the 

constructed model is trained. By transforming the RGB 

picture into a binary image, the item that has to be 

segmented may be separated from the background 

object, simplifying the segmentation step of the process. 

In this procedure, an RGB picture is converted into an 

image with a value of 0 or 1, or into an image that only 

contains two colors, black and white, depending on the 

item. Figure 3 displays picture examples of several fish 

species that emerged after the conversion into binary 

images. 

   

                         (a)                                                    (b) 

Figure 3. (a) RGB Image and (b) Binary Image 

Figure 3 (b) shows the results of the image that has been 

transformed into a binary image, which is then followed 
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by the image segmentation step. The purpose of image 

segmentation is to be able to distinguish between 

certain things in a picture and other objects. The limits 

of the region whose organization and form are 

comparable are used to divide the object. The Otsu 

thresholding segmentation technique is used. As a 

consequence of this procedure, the necessary item has 

been distinguished from the backdrop and is now the 

only thing that is visible. Figure 4 shows image samples 

of several fish species that have been segmented using 

the Otsu thresholding technique. 

    

                         (a)                                                    (b) 

Figure 4. (a) Binary Image and (b) Image Segmentation 

Following image segmentation, a feature extraction 

procedure is used to determine the qualities of the item 

in the picture that has to be identified. The feature 

extraction procedure uses color and shape-based feature 

extraction. The RGB and HSV values will be used by 

the color feature. Regarding the attributes of the shape 

dependent on the area or value of the item. It will thus 

compute the RGB, HSV, and area values of the item 

under test at this point. Figure 5 displays image 

examples of several fish species from which features 

have been retrieved. 

    

                         (a)                                                    (b) 

Figure 5. (a) Image Segmentation and (b) Feature Extraction Value 

The next step transforms the feature extracted using the 

PCA approach into a principal component, which is 

then split into two principal components to achieve 

optimum performance. According to the best criteria, 

the PCA algorithm will perform data reduction and 

retain most of the relevant data from its original 

characteristics. To achieve optimal performance, 

feature extraction results will now be reduced to two 

main components, which will then be reduced to one 

main component. The PCA algorithm uses multiple 

lines and planes to reduce dimensions. Without 

significantly reducing the amount of information used 

to describe the complete data set, PCA techniques can 

condense the observed data dimensions into fewer 

dimensions. Furthermore, the K-NN algorithm is used 

in the classification process. The K-NN algorithm uses 

a variable number of parameters, and as more data is 

available, the number of parameters often increases. 

The K-NN algorithm performs classification by basing 

its learning on data that is close to the item being 

processed. From the closest distance, K-NN performs 

grouping so that objects can be classified. Figure 6 

displays a plot of the data distribution in each class. 

 

Figure 6. K-NN Training Data Distribution Plotting 

The next step after creating the training model is to test 

it by turning it into an image categorization system. 

MATLAB was used to construct this system's GUI-

based user interface, which makes it simpler to operate. 

Users may input photographs, execute image 

segmentation, feature extraction, and classification in 

the system that was established. Each process' results 

will be shown by the system, including those from 

segmentation, feature extraction, and classification as 

well as the outcomes of the RGB to binary 

transformation. Figure 7 displays the GUI application 

of the fish species categorization system created using 

MATLAB. 

 

Figure 7. Fish Species Image Classification System Interface 

The constructed model will be assessed to see how well 

it performs after being applied to the MATLAB 

program. In this process measurements are carried out 

so that the model can be known whether it can perform 

the task properly. There are 120 images of the fish 

species utilized as test data. The test is conducted by 

contrasting the model's categorization output with the 

data actually in existence. So, to get a value on the 

confusion matrix model will be tested by entering a test 

image on the system that was built then the values of TP 

(True Positive), TN (True Negative), FP (False 

Positive), and FN (False Negative) will be obtained. 
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Figure 8 displays the outcomes of the confusion matrix 

from the tests that were conducted. 

 

Figure 8. Confusion Matrix Results 

Figure 8 displays the confusion matrix's findings, which 

were then used to determine values for precision, recall, 

and accuracy. The results are shown in Table 2. 

Table 2. Test Result 

Class Name Precision Recall Accuracy 

Goldfish 94.12 96.97 

85.00 
Gourami 77.42 82.76 

Bangus 85.19 79.31 

Mullet 82.14 79.31 

The accuracy results for the K-NN and PCA methods 

are then compared using just the K-NN algorithm and 

not the PCA approach that was used to reduce the data. 

Figure 9 shows a comparison graph of the accuracy of 

fish species picture categorization using the K-NN 

method alone vs a combination of the K-NN and PCA 

techniques. 

 

Figure 9. Comparison Graph Between the Combination of K-NN 

and PCA Algorithms with the K-NN Algorithm Only 

In Table 2 it can be seen that the accuracy value of all 

test cases shows a value of 85.00 or 85%. Furthermore, 

these results are then converted into assessment 

categories with the following references: Good, if you 

get a score of 76% to 100%; Enough, with a value of 

56% to 5%; Less Good, with a value of 40% to 55%, 

and Less Good, with a value of <40% [26]. The 

generated model falls within the "good" category based 

on these criteria. However, the test results reveal that 

the Bangus and Mullet class values result in a Recall 

value of 79.31%, which is below ideal. This is so 

because the class shares traits in terms of color and form 

with other classes. However, when compared to the K-

NN algorithm alone, the K-NN plus PCA method 

combination delivers superior accuracy overall. This is 

shown by the graph in Figure 6, which shows a 7.5% 

accuracy difference between the K-NN method alone 

and the K-NN algorithm when PCA and NN are used 

together. 

The experimental findings, however, indicate that the 

error rate may exceed 15%. This can be attributed to a 

number of reasons, including: 1) The K-NN method 

only uses the nearest neighbor when classifying; 2) 

Since the classes being utilized are almost identical, 

additional traits that are more representational may be 

employed instead of only color and form 

characteristics; 3) Pre-processing is necessary to create 

the best dataset since the model has trouble classifying 

images with different views and backgrounds; 4) The 

number of datasets used is considered not large, so 

experiments are needed using more datasets for better 

learning patterns. 

4.  Conclusion 

A model for categorizing photos of fish species using a 

combination of the K-NN and PCA algorithms has been 

built as a result of the study. The feature extraction 

process is based on the object's color and form. By 

taking into account the object's closest distance, the K-

NN algorithm may group certain items. The PCA 

method, which is used to minimize and retain the 

majority of the relevant information from the original 

features in accordance with optimum criteria, will be 

integrated with the K-NN algorithm in order to optimize 

and increase the accuracy of the K-NN algorithm. 

According to the test findings, the accuracy value is 

85%, which is excellent. According to the study, 

employing both the K-NN and PCA algorithms together 

to classify images of fish species may enhance accuracy 

by 7.5% compared to using only the K-NN method 

alone. 

There are various recommendations for improvement 

for future study, including the need to take into account 

more representative characteristics in order to get a 

better learning plot. In addition, deep learning may be 

used to address the complexity of visual characters. A 

vast number of datasets must be used in order to get the 

best learning results. 
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