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Abstract  

Social media has a significant role in natural disaster management, namely as an early warning and monitoring when natural 
disasters occur. Artificial intelligence can maximize the use of natural disaster social media messages for natural disaster 
management. The artificial intelligence system will classify social media message texts into three categories: eyewitness, non-

eyewitness and don't-know. Messages with the eyewitness category are essential because they can provide the time and location 
of natural disasters. A common problem in text classification research is that feature extraction techniques ignore word 
meanings, omit word order information and produce high-dimensional data. In this study, a feature extraction technique can 
maintain word order information and meaning by using three-word embedding techniques, namely word2vec, fastText, and 
Glove. The result is data with 1D, 2D, and 3D dimensions. This study also proposes a data formation technique with new 
features by combining data from all word embedding techniques. The classification model is made using three Convolutional 
Neural Network (CNN) techniques, namely 1D CNN, 2D CNN and 3D CNN. The best accuracy results in this study were in the 
case of earthquakes 78.33%, forest fires 81.97%, and floods 78.33%. The calculation of the average accuracy shows that the 
2D and 3D v1 data formation techniques work better than other techniques. Other results show that the proposed technique 

produces better average accuracy. 

Keywords: natural disaster, word embedding, convolutional neural network, twitter, social media

1. Introduction  

The existence of social media currently plays an 

essential role in assisting every activity in the disaster 
management cycle. During the pre-disaster stage, social 

media can serve as an early warning before a disaster 

occurs [1]. At the scene when the disaster occurred, 

social media users who were eyewitnesses shared 

information about the situation at that time. This 

information can be used by related parties, such as 

volunteers or the government to deal with the impact of 

disasters. Meanwhile, in the post-disaster stage, social 

media users share messages containing information on 

assistance that has been carried out or reports on 

locations that have not received aid [2]. 

Using social media messages related to natural disasters 
for natural disaster management can be maximized with 

the help of artificial intelligence. Artificial intelligence 

can help find messages related to natural disasters more 

quickly [3]. The artificial intelligence system will 

classify social media messages into three categories: 

eyewitness, non-eyewitness, and don’t-know [4].  

Messages with the eyewitness category are natural 
disaster messages posted by eyewitnesses at the scene 

when the disaster occurred. Non-eyewitness category 

messages are messages about natural disasters posted 

by users who are not eyewitnesses. Meanwhile, 

messages in the don't-know category are messages with 

the keyword natural disasters, but their meaning has 

nothing to do with natural disasters.  

Classification of social media messages in natural 

disasters has technical similarities with other text 

classifications, consisting of feature extraction and 

classification processes. The feature extraction 

technique used in text classification is divided into three 
types: vector space representation, lexicon-based, and 

word embedding vector-based. The following process 

is classification using structured data, which is the 

output of the feature extraction process. Two types of 
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classification techniques are used in text classification: 

shallow learning and deep learning. 

Space representation [5],[6] and lexicon-based [7] 

feature extraction techniques have been used to classify 
natural disaster messages. However, both of these 

techniques have the disadvantage of eliminating word 

order information. In addition, it produces high-

dimensional data and ignores the meaning of words for 

the space representation technique. Lexicon-based and 

word embedding vector-based techniques keep to word 

meanings. However, the word order information is lost 

when the sentence vector is formed by adding up each 

word vector [8]. This result will affect the meaning of 

the sentence because the meaning of the sentence can 

be different if the order of the words in it changes. 

The word embedding-based feature extraction 
technique is formed by concatenating word vectors into 

1-dimensional (1D) data [9] and arranging the word 

vectors into a two-dimensional matrix (2D data) [10], 

[11]. The three 2D data formed by each word 

embedding technique, such as Wod2vec, Glove and 

fastText can be combined into three layers to create 

three-dimensional (3D) data [12]. 

After the data is extracted into structured data, the data 

can be processed by a classification algorithm. A 

classification algorithm that can process 1D, 2D, and 

3D data is a Convolutional Neural Network (CNN). For 
text classification with 1D CNN with feature extraction 

technique based on word2vec [9]. The application of the 

2D CNN technique to the classification of forest fire 

natural disaster messages produces a good accuracy of 

81.97% [11]. This study used three-word embedding 

techniques to create 2D data, namely word2vec, 

fastText and Glove. The application of text data 

classification with 3D CNN is made by combining 2D 

data based on word embedding which is arranged in 

three layers. Each layer is 2D data that are generated by 

using word2vec, Glove, and fastText [12]. 

As with other classification algorithms, the input data 

processed by CNN must have the same feature size. 

Text data generally has a different number of words, so 

it needs to be processed to equalize the number of words 

before being processed at the word embedding vector-

based feature extraction stage. One way to equalize is 

by using the maximum number of words in the data 

[10].  

From the explanation above, word embedding can be 

used to build multi-dimensional input data and then 

processed by the CNN technique to construct a 

classification model. This study conducted a 
comprehensive analysis of the implementation of 1D, 

2D, and 3D CNN for the classification of natural 

disaster messages by feature extraction using three-

word embedding techniques, namely word2vec, 

fastText, and Glove. In addition, the three extraction 

results of the three-word embedding techniques were 

also combined for 1D and 2D data as a new feature 

formation technique. And the formation of two types of 

3D data. In this study, to equate the features of the input 
data, word padding was used based on statistical 

calculations, namely the mean, median, and mode. 

The results of this study can provide classification 

accuracy of 1D, 2D, and 3D data generation techniques 

and their combinations. This study also investigated 

word padding techniques' effect on improving 

classification performance so that the final results of 

this study can contribute to determining the best 

technique for classifying natural disaster messages. 

2. Research Methods 

The research procedures can be seen in Figure 1. 

 
Figure 1. Research procedure. 

2.1. Dataset 

This study uses three datasets with details that can be 

seen in Table 1. Each dataset consists of 3000 Twitter 

messages. These three datasets can be downloaded at 

the following link: 

https://github.com/rezafaisal/NaturalDisasterOnTwitter.  

Table 1. Dataset 

Dataset Class Label 

 eyewitness non-eyewitness don’t-know 

Earthquakes 

[7] 

1000 1000 1000 

Forest fires 

[11] 

1000 1000 1000 

Floods [5], [6]   1000 1000 1000 
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Each dataset is divided into three class labels or 

categories: eyewitness, non-eyewitness, and don't-know. 

Each category consists of 1000 messages. The three 

datasets are balanced because each class label has the 

same number. 

2.2. Preprocessing and Word Padding 

Then the three datasets are pre-processed with steps 

commonly performed in text classification, namely 

removing double spaces, punctuation, numbers and 

non-alphanumeric characters. [6], [7], [13].  

The next step is to count the number of words in each 

message. Then the mean, mode and median values are 

calculated based on the data on the number of words. 

The implementation of word padding is done to 

equalize the number of words in each message in the 

text data. The output of this stage produces nine 
datasets. The nine datasets will be processed one by one 

in the next stage. 

2.3. Feature Extraction 

The next stage is feature extraction. There are three 

groups of techniques based on the dimensions of the 

output data, namely, one dimension (1D), two 

dimensions (2D), and three dimensions (3D). Each of 

these techniques will use three-word embedding 

techniques that are popularly used in classification 

studies, namely word2vec [14], fastText [15], and 

Glove [16], [17]. By using the three-word embedding 
models, data structures with different dimensions are 

created. The formation of 1D data is explained as 

follows. 

𝑣𝑖 =  V1 V2 V2 … V98 V99 V100 

If 𝑣𝑖 is a word vector, and n is the number of words in a 

sentence, then 1D data is a sentence vector 𝑣𝑠 which is 

formed by combining all word vectors with formula 1. 

The value of 𝑛 corresponds to the number of words 

searched for using statistical-based word padding 

techniques, namely mean, mode or median. 

𝑣𝑠 = ⋃ 𝑣𝑖

𝑛

𝑖=1

 
(1) 

The method of forming 1D data which is a combination 

of the three word embedding techniques can be seen in 

Formula 2.  

𝑣𝑎𝑙𝑙 = 𝑣𝑠 𝑤𝑜𝑟𝑑2𝑣𝑒𝑐 ∪ 𝑣𝑠 𝑓𝑎𝑠𝑡𝑇𝑒𝑥𝑡 ∪ 𝑣𝑠 𝐺𝑙𝑜𝑣𝑒  (2) 

Formation of combined 1D data by combining 1D data 

using the word padding technique with the same 

number of words. 

An explanation of how to create 2D data with each word 

embedding technique is as follows. If 𝑣1, 𝑣2, to 𝑣𝑛 are 

the word vectors produced by a word embedding 

technique,   𝑚 is the value of the word vector, and 𝑛 is 

the number of words in a sentence. Then 2D data is 

formed by creating a two-dimensional matrix  𝑚 × 𝑛 

as shown in Figure 2, where 𝑚 is 100. 

 
Figure 2. Data 2D. 

In this study, 2D data was also formed from the three-
word embedding techniques. The combined 2D data 

can be seen in Figure 3. This 2D data is a two-

dimensional matrix 𝑚 × 𝑁, where 𝑚 is 100 and N is 

3 × 𝑛. 

 
Figure 3. 2D data combined with three-word embedding techniques. 

The creation of 3D data is done by combining 2D data 
from three different word embedding techniques but 

with the same word length. There are two ways of 

generating 3D data. The way of forming the first 3D 

data can be seen in Figure 4. 3D data type 1 is generated 

in 3 layers. The first layer is 2D data from the word2vec 

technique, followed by 2D data from the fastText and 

Glove techniques.  

If 3D data type 1 is represented as a matrix, the 

dimensions are 𝑚 × 𝑛 × 𝑧. Where 𝑚 is 100, 𝑛 is the 

number of words in a sentence, and 𝑧 is 3. The method 
of forming 3D data type 1 follows the technique of 

forming 3D image data consisting of 3 RGB color 

channels. 

 

Figure 4. 3D Data type 1. 

The way to form type 2 3D data is to follow the 

formation of 3D data in the form of a video. A video 

consists of a series of frames or pictures. For this study, 

a frame is formed by three vectors of a word from three-
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word embedding techniques. Then the next layer 

represents the second word, and so on. So that this data 

will have 𝑛 layers, the number of words in the sentence. 
If 3D data type 2 is represented as a matrix, the 

dimensions are 𝑚 × 𝑧 × 𝑛. Where 𝑚 is 100, 𝑧 is the 

number of word embedding techniques, namely 3, and 

𝑛 is the number of words in the sentence. 

2.4. Classification 

In the next stage, each data created in the previous step 

is divided using the hold-out technique into training and 

testing data with a ratio of 80:20 [18]. The training data 

will be used to create a classification model with a 

Convolutional Neural Network (CNN) [19], [20]. The 
general architecture used in this study can be seen in 

Figure 5. 

This architecture consists of 7 layers. The first layer is 

the convolutional layer which processes structured data 

with N dimensions (N-D data), namely 1D, 2D and 3D. 

In Figure 5, this layer is named Conv-N-D. This layer 

functions as a filter; this filter's value becomes an 

update parameter in the learning process. The next layer 

is pooling which functions to reduce input by reducing 

the number of parameters. The pooling method that is 

commonly used is max-pooling, which is to take the 

largest value in that section. This layer is named 
MaxPooling-N-D. The layers in the box with the dotted 

line will be adjusted according to the data dimensions. 

The next layer is the dropout which functions to discard 

neurons randomly. The technique used is regularising 

artificial neural networks where some neurons are 

randomly selected and not used during learning. 

Unused neurons are temporarily suspended from the 

network, and new weights are also not applied to 

neurons during backpropagation. This layer also serves 

to prevent overfitting and speed up the learning process. 

Then the output from this layer is combined in the 
concatenate and flatten layers. The flatten layer aims to 

change the feature map produced in the previous 

process into a multi-dimensional array reshaped into a 

vector. Next, the process is continued by the dropout 

layer. The last layer is dense which functions as a fully 

connected layer where each neuron receives input from 

all neurons from the previous layer.  

CNN implementation in this study uses the Python 

programming language, the TensorFlow library, and the 

Keras framework. Details of the functions and 

configurations used can be seen in Table 2. 

In  Table 2, there are four columns. The first column is 
the layer names of the CNN architecture used in this 

research. Then the second column is the names of 

functions and configurations for the 1D CNN 

architecture. The third and fourth columns are the 

names of the functions and configurations for the 2D 

CNN and 3D CNN architectures. 

 

Figure 5. N-D CNN Architecture. 

Table 2. Functions and configurations in CNN implementation. 

Layer 1D CNN 2D CNN 3D CNN 

Convolutional Conv1D 

kernel 

initializer: 

orthogonal; 

bias 

initializer: 

glorot_uni-

form; 

actication: 

tanh; 

Conv2D 

kernel 

initializer: 

orthogonal; 

bias 

initializer: 

glorot_uni-

form; 

actication: 

tanh; 

Conv3D 

kernel 

initializer: 

orthogonal; 

bias 

initializer: 

glorot_uni-

form; 

actication: 

tanh; 

Pooling MaxPool1D 

pool size: 

maxword – 

1; 

padding: 

valid; 

MaxPool2D 

pool size: 

maxword – 1; 

padding: 

valid; 

MaxPool3D 

pool size: 

maxword – 1; 

padding: 

valid; 

Dropout p: 0.25 

Concatenante - 

Flatten  - 

Dropout p: 0.35 

Dense unit: 3 

activation: softmax 

The classification model with the highest accuracy will 

be used to predict the class label from the testing data. 

The accuracy of the classification model is calculated 

based on commonly used techniques, namely the 

confusion matrix [21], [22]. Then the accuracy of the 

classification model of each dataset will be stored. The 

results of all classification accuracy or performance will 
be compared to answer the questions or objectives of 

this study. 

3.  Results and Discussions 

3.1.  Results 

The three datasets used in this research are messages 

about floods, forest fires, and earthquakes. The three 

datasets are input to the word padding process using 

statistical techniques, namely the mean, mode and 
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median. The output of this word padding process can be 

seen in Table 3. 

The first column in Table 3 is the input dataset in the 

form of natural disaster messages which have 
previously been described in Table 1. The second 

column is the word padding technique to equalize the 

number of words in the message based on statistical 

techniques. While the third column is the number of 

words obtained using the word padding technique. The 

fourth column is the output dataset code. 

For example, the earthquake dataset is processed using 

the mean-based word padding technique. As a result, 

the earthquake dataset will have the same number of 

words, namely 19 words. Furthermore, this dataset is 

given the code E1. Moreover, the earthquake dataset is 

equated with the number of words with word padding 
based on the median and mode, producing an output 

dataset with codes E2 and E3. 

Table 3. Datasets that are generated by the word padding process. 

Input 

Dataset  

Word 

Padding  

Number of 

Words 

Output 

Dataset  

Earthquakes mean 19 E1 

median 17 E2 

modus 16 E3 

Forest fires mean 8 FF1 

median 7 FF2 

modus 6 FF3 

Floods   mean 8 F1 

median 7 F2 

modus 6 F3 

The feature extraction stages are used to process the 

nine data in Table 3. The 1D data feature extraction 

process with three-word embedding techniques and 

their combination produces data, as shown in Table 4. 

Table 4. 1D Datasets. 

Input 

Dataset  

Word 

Embedding 

Technique 

1D 

Features 

 

Output 

Dataset  

Accuracy 

(%) 

Earthquakes  

E1 Word2vec 1900 1D_E1W 71.00 

fastText 1900 1D_E1F 71.00 

Glove 1900 1D_E1G 71.67 

Word2vec, 

fastText, 

Glove 

5700 1D_E1_All 73.33 

E2 Word2vec 1700 1D_E2W 69.00 

fastText 1700 1D_E2F 74.33 

Glove 1700 1D_E2G 72.67 

Word2vec, 

fastText, 

Glove 

5100 1D_E2_All 72.67 

E3 Word2vec 1600 1D_E3W 67.33 

fastText 1600 1D_E3F 71.33 

Glove 1600 1D_E3G 69.67 

Word2vec, 

fastText, 

Glove 

4800 1D_E3_All 73.67 

Forest Fires 

FF1 Word2vec 800 1D_FF1W 81.14 

fastText 800 1D_FF1F 76.63 

Glove 800 1D_FF1G 80.32 

Input 

Dataset  

Word 

Embedding 

Technique 

1D 

Features 

 

Output 

Dataset  

Accuracy 

(%) 

Word2vec, 

fastText, 

Glove 

2400 1D_FF1_All 80.73 

FF2 Word2vec 700 1D_FF2W 75.81 

fastText 700 1D_FF2F 79.50 

Glove 700 1D_FF2G 78.68 

Word2vec, 

fastText, 

Glove 

2100 1D_FF2_All 81.14 

FF3 Word2vec 600 1D_FF3W 75.81 

fastText 600 1D_FF3F 75.81 

Glove 600 1D_FF3G 77.86 

Word2vec, 

fastText, 

Glove 

1800 1D_FF3_All 77.45 

Floods 

F1 Word2vec 800 1D_F1W 70.00 

fastText 800 1D_F1F 69.67 

Glove 800 1D_F1G 68.33 

Word2vec, 

fastText, 

Glove 

2400 1D_F1_All 74.00 

F2 Word2vec 700 1D_F2W 68.67 

fastText 700 1D_F2F 67.00 

Glove 700 1D_F2G 64.33 

Word2vec, 

fastText, 

Glove 

2100 1D_F2_All 66.67 

F3 Word2vec 600 1D_F3W 63.67 

fastText 600 1D_F3F 66.67 

Glove 600 1D_F3G 68.33 

Word2vec, 

fastText, 

Glove 

1800 1D_F3_All 67.00 

The first column is the dataset that has been generated 

in Table 3. The second column is the word embedding 

feature extraction technique used to process the input 

dataset. The third column is the number of features 

produced after the input dataset is processed by the 

word embedding technique. The fourth column is the 

output dataset code from the feature extraction process. 

For example, the E1 dataset is earthquake text data 

which has been equated with 19 words. The feature 

extracted E1 dataset using the word embedding 

technique Word2vec produces structured data with 

1900 features. The output dataset of this feature 

extraction process is coded 1D_E1W. Code 1D_E1W 

means that 1D is the data dimension, E1 is the data 

source, and W is the Word2vec technique. The feature 

extraction output using fastText and Glove produces 1D 

data, namely 1D_E1F and 1D_E1G. Meanwhile, the 

combined 1D data results from the three datasets are 
stored as 1D_E1_All. Merging is done by concatenating 

data 1D_E1W, 1D_E1F, and 1D_E1G. 

The results of the feature extraction process for 2D data 

can be seen in Table 5. In the third column, you can see 

the dimensions of the feature extracted data, for 

example, for the 2D_E1W dataset, the dimension is a 

100 × 19 matrix where 100 is a vector of words, and 

19 is the number of words in a message. In the fourth 
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column is the generated dataset code. The 2D_E1F code 

means that 2D is the data dimension, E1 is the data 

source, and F is the fastText technique. 

Table 5. 2D Datasets. 

Input 

Dataset  
Word 

Embedding 

Technique 

(2D 

Features 

 

Output 

Dataset  
Accuracy 

(%) 

Earthquakes 

E1 Word2vec 100 x 19 2D_E1W 70.67 

fastText 100 x 19 2D_E1F 71.00 

Glove 100 x 19 2D_E1G 78.33 

Word2vec, 

fastText, 

Glove 

100 x 57 2D_E1_All 78.33 

E2 Word2vec 100 x 17 2D_E2W 70.00 

fastText 100 x 17 2D_E2F 69.67 

Glove 100 x 17 2D_E2G 71.00 

Word2vec, 

fastText, 

Glove 

100 x 51 2D_E2_All 74.33 

E3 Word2vec 100 x 16 2D_E3W 72.00 

fastText 100 x 16 2D_E3F 71.33 

Glove 100 x 16 2D_E3G 71.67 

Word2vec, 

fastText, 

Glove 

100 x 48 2D_E3_All 73.67 

Forest fires 

FF1 Word2vec 100 x 8 2D_FF1W 76.23 

fastText 100 x 8 2D_FF1F 77.87 

Glove 100 x 8 2D_FF1G 78.28 

Word2vec, 

fastText, 

Glove 

100 x 24 2D_FF1_All 81.15 

FF2 Word2vec 100 x 7 2D_FF2W 81.15 

fastText 100 x 7 2D_FF2F 76.23 

Glove 100 x 7 2D_FF2G 76.23 

Word2vec, 

fastText, 

Glove 

2100 2D_FF2_All 77.46 

FF3 Word2vec 100 x 6 2D_FF3W 76.64 

fastText 100 x 6 2D_FF3F 79.51 

Glove 100 x 6 2D_FF3G 81.97 

Word2vec, 

fastText, 

Glove 

100 x 18 2D_FF3_All 75.81 

Floods 

F1 Word2vec 100 x 8 2D_F1W 69.33 

fastText 100 x 8 2D_F1F 69.67 

Glove 100 x 8 2D_F1G 68.33 

Word2vec, 

fastText, 

Glove 

100 x 24 2D_F1_All 78.33 

F2 Word2vec 100 x 7 2D_F2W 70.33 

fastText 100 x 7 2D_F2F 65.33 

Glove 100 x 7 2D_F2G 66.00 

Word2vec, 

fastText, 

Glove 

100 x 21 2D_F2_All 71.00 

F3 Word2vec 100 x 6 2D_F3W 66.00 

fastText 100 x 6 2D_F3F 68.33 

Glove 100 x 6 2D_F3G 61.33 

Word2vec, 

fastText, 

Glove 

100 x 18 2D_F3_All 65.33 

Output datasets with codes ending in _All are combined 

by concatenation datasets with the endings W, F, and G. 

For example, the dataset 2D_E1_All is the result of 

concatenation datasets with codes 2D_E1W, 2D_E1F, 

and 2D_E1G.  

The results of the feature extraction process for 3D data 

type 1 can be seen in Table 6. 3D data type 1 is formed 
in the manner described in Figure 4. In the third column, 

you can see the dimensions of the feature-extracted data 

used as shown in the second column. For example, a 

dataset with code 3D_E1_v1 is a dataset of E1 text data 

extracted with three-word embedding techniques, 

namely Word2vec, fastText, and Glove. So that we get 

data with 100 × 19 based on word vectors which total 

100 values and as many as 19 words for each word 

embedding technique. Because there are three 

techniques, we finally get 3D data with dimensions 

100 × 19 × 3. 

Table 6. 3D type 1 datasets. 

Input 

Dataset  
Word 

Embedding 

Technique 

3D Features 

 

Output 

Dataset  
Accu

racy 

(%) 

Earthquakes 

E1 Word2vec, 

fastText, 

Glove 

100 x 19 x 3 3D_E1_v1 77.00 

E2 Word2vec, 

fastText, 

Glove 

100 x 17 x 3 3D_E2_v1 68.00 

E3 Word2vec, 

fastText, 

Glove 

100 x 16 x 3 3D_E3_v1 75.00 

Forest fires 

FF1 Word2vec, 

fastText, 

Glove 

100 x 8 x 3 3D_FF1_v1 76.22 

FF2 Word2vec, 

fastText, 

Glove 

100 x 7 x 3 3D_FF2_v1 81.55 

FF3 Word2vec, 

fastText, 

Glove 

100 x 6 x 3 3D_FF3_v1 69.67 

Floods 

F1 Word2vec, 

fastText, 

Glove 

100 x 8 x 3 3D_F1_v1 72.33 

F2 Word2vec, 

fastText, 

Glove 

100 x 7 x 3 3D_F2_v1 66.67 

F3 Word2vec, 

fastText, 

Glove 

100 x 6 x 3 2D_F3_v1 71.00 

The results of the feature extraction process for 3D data 

type 2 can be seen in Table 7. 3D data type 2 is created 

by following the formation of 3D data in the form of a 

video consisting of a series of frames or images. So the 

dimensions of 3D data type 2 are 100 × 3 × 19. 

The number of datasets generated from various feature 

extraction techniques is 90 datasets. Furthermore, one 

by one of the 90 datasets are processed at the 

classification stage to produce 90 performance 

classification models. The performance results of the 

classification model of each feature extraction 
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technique can be seen in the accuracy column in those 

tables. 

Table 7. 3D type 2 datasets. 

Input 

Dataset  
Word 

Embedding 

Technique 

3D Features 

 

Output 

Dataset  
Accur

acy 

(%) 

Earthquakes 

E1 Word2vec, 

fastText, 

Glove 

100 x 3 x 19 3D_E1_v2 72.33 

E2 Word2vec, 

fastText, 

Glove 

100 x 3 x 17 3D_E2_v2 74.33 

E3 Word2vec, 

fastText, 

Glove 

100 x 3 x 16 3D_E3_v2 67.00 

Forest fires 

FF1 Word2vec, 

fastText, 

Glove 

100 x 3 x 8 3D_FF1_v2 75.00 

FF2 Word2vec, 

fastText, 

Glove 

100 x 3 x 7 3D_FF2_v2 81.15 

FF3 Word2vec, 

fastText, 

Glove 

100 x 3 x 6 3D_FF3_v2 78.69 

Floods 

F1 Word2vec, 

fastText, 

Glove 

100 x 3 x 8 3D_F1_v2 71.00 

F2 Word2vec, 

fastText, 

Glove 

100 x 3 x 7 3D_F2_v2 68.67 

F3 Word2vec, 

fastText, 

Glove 

100 x 3 x 6 2D_F3_v2 61.00 

3.2.  Discussion  

A comparison of the best results on the earthquake 

natural disaster messages dataset can be seen in Figure 

6. The results obtained in making a classification model 

with 2D CNN are the same two accuracy values, namely 

2D_E1G and 2D_E1_All. 

 
Figure 6. Comparison of the accuracy of earthquake natural disaster 

messages. 

A comparison of the best results on the forest fire 

natural disaster messages dataset can be seen in Figure 

7. In these results, the 1D CNN classification model 
values have the same two accuracies, namely 

1D_FF1W and 1D_FF2_All. 

 
Figure 7. Comparison of message accuracy for forest fire natural 

disasters. 

A comparison of the best results on the flood natural 

disaster message dataset can be seen in Figure 8. 

 
Figure 8. Comparison of the accuracy of flood natural disaster 

messages. 

The results of this study indicate that the best results 

shown above mean that 2D CNN consistently gives 
better accuracy values than the results of 1D and 3D 

CNN.  

The average accuracy was calculated for all 1D CNN, 

2D CNN, and 3D CNN to determine the best feature 

extraction technique and classification method. The 

results can be seen in Figure 9. Comparison of average 

accuracy based on feature extraction and classification 

techniques. This calculation distinguishes between the 

formation of 3D data types 1 and 2. The results of this 

comparison provide information that the formation of 

2D and 3D data type 1 has the same average accuracy 

and is the best compared to the formation of 1D data. 
The results of this comparison also show that the 

formation of 3D data by following the method of 

forming images based on three colour channels is better 

than the method of forming 3D data based on frames in 

the video.  

The average accuracy of each technique used is 

measured to see how the statistical technique of 

implementing word padding influences classification 

performance. The results can be seen in Figure 10.  
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Figure 9. Comparison of average accuracy based on feature 

extraction and classification techniques. 

 
Figure 10. Comparison of average accuracy based on word padding 

technique in sentences. 

From this comparison, it can be seen that the 

implementation of word padding with a mean value 

always gives a better value than the median and mode 

techniques. If you look at the data on the number of 

words in Table 3, it shows that the number of words 
produced by the mean technique is more than the other 

techniques, so when feature extraction is carried out, it 

will produce a greater number of features. This gives 

the data has more information so that it increases the 

accuracy value compared to data made with the median 

and mode techniques. 

 
Figure 11. Comparison of the average accuracy based on the word 

embedding technique. 

The results of this study can also show which word 

embedding technique can provide the best accuracy 

value. The results of the comparison can be seen in 

Figure 11. These results show that the structured data 
formed by word2vec, fastText, and Glove structures 

provide approximately the same accuracy. As 

mentioned in the Introduction section, the three-word 

embeddings used have their respective strengths and 

weaknesses. By combining structured data from the 

feature extraction output from each technique, the 

shortcomings of one technique are covered by other 

techniques. As a result, combining structured data using 

the three-word embedding techniques produces an 

accuracy of around 74.07%, which is better than the 

three-word embeddings that stand alone. 

Table 8 shows the performance of the classification 
model from previous studies using the same dataset. 

Table 8. Classification performance results from previous research. 

 

Dataset 

Method  

Accuracy 

(%) 

Feature 

Extraction 

Classification 

Earthquakes 

[7] 

Lexicon SVM 64.13 

Forest fires 

[11] 

word 

embedding 

vector  

2D CNN 81.87 

Floods [6] vector space 

representation 

SVM 77.87 

Figure 12 shows a comparison of the performance of the 

classification model carried out in this study with 

previous research. The accuracy value displayed in the 

research results section is the best accuracy value for 

each natural disaster case.  

Accuracy values for cases of earthquakes [7] and flood 

[6] obtained in this study are better when compared to 

previous studies. 

 
Figure 12. Classification performance results from previous 

research. 

Meanwhile, when compared with research [11] for 

cases of forest fires, the accuracy values obtained from 

this study are the same. In previous studies, the number 

of words used in feature extraction was the maximum 

number of words, while this study only used six words. 

This means that the accuracy obtained in this study was 
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obtained with a smaller number of features compared to 

previous studies [11]. 

4.  Conclusion 

To carry out a comprehensive study of classification 
techniques based on 1D CNN, 2D CNN, and 3D CNN 

in the case of natural disaster message classification, 

multi-dimensional data formation based on three-word 

embedding was carried out, namely Word2vec, fastText 

and Glove. In addition, the word padding technique is 

also applied to produce text messages with the same 

number of words. The combination of these techniques 

resulted in 90 structured data, which were then used to 

create a classification model. By calculating the 

performance of the classification model, the best 

technique for classifying natural disaster messages can 

be identified.  

The mean is the technique of equalizing the number of 

words (word padding) used to produce a classification 

model with the best performance. This technique 

produces fewer features than the mode or median 

techniques. Structured data with a small number of 

features theoretically makes computation time faster. 

This is of more value than the word padding technique 

with the mean. 

2D data and 3D type 1 data dimensions provide better 

performance when used on 2D CNN and 3D CNN 

compared to 1D and 3D type 2 data. This can be seen 
from the higher average accuracy of both. In contrast, 

the word embedding technique that can provide the best 

classification performance is Glove. However, the 

technique proposed in this study, namely the formation 

of 1D and 2D data by combining three-word embedding 

techniques, works better than data formed by a single-

word embedding technique. 

In this study, the 2D data formation technique by 

combining three-word embedding and 3D techniques 

can be explored more deeply to improve the 

performance of the classification model. In future 
research, another architecture will be used for 2D CNN 

and 3D CNN and perform hyperparameter tuning. In 

addition, an implementation and comparison study was 

also carried out with a classification method based on 

the Recurrent Neural Network (RNN) [23] and the 

Bidirectional Encoder Representations from 

Transformers model (BERT) [24]. 
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