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Abstract  

Twitter is one of the most popular social media used to interact online. Through Twitter, a person's personality can be 
determined based on that person's thoughts, feelings, and behavior patterns. A person has five main personalities likes 
Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism. This study will make five personality predictions 
using the Naïve Bayes method – Support Vector Machine, Synthetic Minority Over Sampling Technique (SMOTE), Linguistic 
Inquiry Word Count (LIWC), and Bidirectional Encoder from Transformers Representations (BERT). A questionnaire was 

distributed to people who used Twitter to collect and become a dataset in this research. The dataset obtained will be processed 
into SMOTE to balance the data. Linguistic Inquiry Word Count is used as a linguistic feature and BERT will be used as a 
semantic approach. The Naïve Bayes method is used to perform the weighting and the Support Vector Machine is used to 
classify Big Five Personalities. To help improve accuracy, the Optuna Hyperparameter Tuning method will be added to the 
Naïve Bayes Support Vector Machine model. This study has an accuracy of 87.82% from the results of combining SMOTE, 
BERT, LIWC, and Tuning where the accuracy increases from the baseline. 

Keywords: BERT, Big Five Personality, LIWC, Naïve Bayes-Support Vector Machine

1. Introduction  

In the world of work, working in groups can make it 

easier to complete a job. Knowing the personalities of 

other group members will be able to help maximize the 

work of the group. Personality can be defined by how a 

person interacts with the surrounding environment [1]. 

Personality comes from the Greek word “persona” 

which means a symbol that represents a person's 

identity [2]. Personality traits can be seen through a 

person's thoughts, feelings, and behavior patterns to 
respond to certain circumstances (Roberts 2009 p 140) 

[3]. According to Lewis Goldberg [1], there are 5 main 

personalities: Openness, Continuousness, 

Agreeableness, Extraversion, and Neuroticism, 

commonly abbreviated as OCEAN. Each of these 

personalities has its advantages. 

Today, communicating is easier because of the online 

platform to communicate called social media. Twitter, 

Facebook, Instagram, WhatsApp, and many more are 

social media that are used by people to communicate in 

online. According to we are social media [4], Twitter 

became one of the most popular social media used 
among users aged 16 to 64 years in Indonesia in January 

2013. Twitter is one of the social media that provides 

microblogging services that allow users to send and 

read messages up to 140 characters in one message 

called tweets [5]. There is no limit if someone wants to 

write tweets so that someone can freely express what 

they want to share. 

Several studies try to examine a person's personality 

through the classification method of the words of 

Twitter users' tweets. One of them is research that has 

been done by Willy et al [6]., who tried to use the Term 

Frequency Inverse Relevance Frequency method to 
convert the word tweets into vectors and then use the 

Decision Tree C.45 method to classify Big Five 

Personality. This study produces a model that can 

predict a person's personality by 65.72%. The author 

revealed that the data used in this study contained 

dominant data labels, so the model detected more 

dominant data labels than the others. 

Another research was conducted by Salsabila et al [7]. 

used a dataset of 295 users and 511,617 tweets using the 

Synthetic Minority Over Sampling Technique 

(SMOTE), Linguistic Inquiry Word Count (LIWC), and 

Bidirectional Encoder from Transformers 
Representations (BERT) methods which resulted in an 

accuracy of 80.07%. The author reveals that the 
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semantic approach can produce better accuracy because 

the previously trained BERT model is more applicable 

to understanding words in sentences. The weakness of 

the research mentioned by the author is that the dataset 

is still small, namely 295 Twitter users.  

Research conducted by Gita et al [8]. uses the SVM 

model combined with the TF-IDF, LIWC, and 

Hyperparameter tuning model to detect Big Five 

Personality. TF-IDF and LIWC function as feature 

extraction. Hyperparameter tuning is used to help the 
model combine various possible parameters to obtain 

the best parameters which will later be applied to the 

model. The results of this study resulted in a baseline 

accuracy of 74.44% and when the Hyperparameter 

Tuning is used to baseline, it gains accuracy to 84.22%. 

The weakness of this research is the small dataset used 

by the author, which is 287 Twitter user data. 

Research conducted by Zain et al [9]. regarding the 

effectiveness of Naïve Bayes SVM weighting in 

classifying film reviews resulted in an accuracy of 

88.8%. Naïve Bayes uses n-gram extraction weighting 
in its process. In that study, deletion of stop words did 

not improve classification performance. The author 

recommends the feature extraction process to use 

unigram and bigram simultaneously. 

Based on previous research, the results used the Naïve 

Bayes Support Vector Machine produced better 

accuracy values than the Support Vector Machine 

method.  So, in this study, we would try to predict the 

big 5 personalities using the Naïve Bayes Support 

Vector Machine method.  Naïve Bayes (NB) was a 

classification method that used probability and 

statistical methods.  Support Vector Machine (SVM) 
was a classification method that had the convenience of 

classifying labels using a hyperplane.  These two 

methods had been combined with Naïve Bayes which 

would be played a role in weighting while Support 

Vector Machine would be played a role in classification 

based on the results of Naïve Bayes weighting. 

Synthetic Minority Overside Technique (SMOTE) 

prediction model to handle imbalance data, 

Bidirectional Encoder from Transformers 

Representations (BERT) as a semantic approach, and 

Linguistic Inquiry Word Count as a linguistic feature.  
To help improve accuracy, the hyperparameter method, 

namely Optuna, had been used.  The advantage of using 

Optuna was that the parameters were built dynamically 

so that it was more likely to get the best parameters that 

other hyperparameter methods may not be able to obtain 

[19].  The dataset used in this study was from previous 

researched [8].  

This paper will be divided into 4 parts. The first part is 

an introduction as described above. The second part is 

the method used to build the Big 5 Personality 

prediction system. The third part will explain the results 

of the experiments and the last part will explain the 

conclusions of this paper. 

2. Research Methods 

There are several methods incorporated in the system 

development which will be explained in this section. 

The personality prediction system that will be built can 

be seen in Figure 1, the system consists of data 

crawling, data labeling, pre-processing, training process 

where NBSVM will be implemented with SMOTE, 

LIWC, BERT, and Hyperparameter tuning. The system 
will continue with personality detection prediction, and 

the performance evaluation process to evaluate the 

result. 

 

Figure 1 Personality System Prediction  

2.1 Big Five Personality 

Personality is how a person interacts with the 

surrounding environment [1]. Personality in today's 
humans can be categorized into 5 main personalities 

[10]. The first personality is Openness which has more 

value in terms of intelligence, imagination, open-

minded, and sensitivity. The second personality is 

Conscientiousness, a personality that has more value in 

terms of being careful, responsible, and thorough. The 

third personality is Extraversion is a personality that has 

more value in terms of social, speaking, and activity. 

The fourth personality is Agreeableness which has more 

value in terms of being obedient, kind, simple, gentle, 

and cooperative. The last personality is neuroticism is a 
personality that has more value in terms of depression, 

anger, and insecurity. 

2.2 Data Crawling 

Data Crawling is a method of collecting and 

downloading data from a website [11]. Data will collect 

such as user followers, user following, the sum of 

tweets user, and the sum of some data such as tweets, 

URLs, media URLs, mentions, hashtags, retweets, and 
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uppercase [7]. The data will become the Social Feature 

of the user which can be seen in Table 1 [7]. 

Table 1. Description of Social Feature Data 

Social Feature Descriptions 

User Follower The number of followers that the user 

has 

User Following The number of users following 

Sum of Tweets The number of users' tweets 

Sum of URLs The large number of URLs shared by 

users 

Sum of media URLs The large number of media URLs 

shared by users 

Sum of Hashtags The number of user hashtags 

Sum of Retweets The number of user retweets 

Sum of Mentions The number of user mentions 

Sum of Uppercase The number of uppercase letters used by 

Twitter users 

2.3. Data Labelling 

The data will label based on the results of the Big Five 

Inventory questionnaire [12]. This questionnaire has a 

total of 25 questions, each of the questions represents 1 
to 5 scales, where 1 represents strongly disagree to 5 

represents agree. The results of the questionnaire will 

determine the Big Five Personality label on Twitter 

users which is adjusted to OCEAN traits. 

 
Figure 2 Big Five Personality Distribution on Twitter Users 

In this research 295 user data have been collected from 

crawling. Figure 2 is the distribution of personality label 

data with agreeableness as many as 48 users, 

Conscientiousness as many as 59 users, Extraversion as 

many as 48 users, Neuroticism as many as 49 users, and 

Openness as many as 91 users. 

2.4 Pre-processing 

Pre-processing is one of the important factors in the 

classification algorithm to improve accuracy results 

[12]. Text Pre-processing will be divided into 6 stages 

in this study, namely cleansing, case folding, 

tokenizing, normalization, stop word, and stemming. 

Cleansing aims to remove symbols, numbers, and URLs 

in sentences. Case folding aims to change uppercase 

letters to lowercase letters. Tokenizing is used to break 

sentences into words. Stop Word aims to eliminate 

words that have no meaning in a sentence. 

Normalization is used to normalize non-standard words 

into standard ones and stemming is the process of 

changing affixed words into their base words. The 

stemming process is carried out with the help of the 

"Sastrawi" library. 

2.5 Synthetic Minority Over Sampling Technique 

(SMOTE) 

Synthetic Minority Over Sampling Technique 

(SMOTE) is a data sampling technique for a minority 

class by connecting randomly selected data points from 

one of its k closest neighbors [13]. SMOTE is used to 

overcome data imbalances in the dataset. Imbalanced 

datasets can cause the model to be less accurate due to 
a lack of predictive accuracy with minority classes [14]. 

With the implementation of SMOTE, the dataset will be 

more balanced to increase the accuracy of the model.  

2.6 Linguistic Inquiry Word Count (LIWC) 

Linguistic Inquiry Word Count abbreviated as LIWC is 

a way to evaluate the emotional, cognitive, and 

structural components of a sentence based on the 

dictionary of words and their classification categories 

[15]. There are 2 vocabulary features in LIWC, namely 

open and closed vocabulary. In this study, a closed 

vocabulary feature will be used, namely calculating the 
correlation value of word categories based on the LIWC 

dictionary. Vocabulary was collected from the official 

website of the LIWC and translated into formal 

Indonesian. In previous studies [16], the correlation 

value of LIWC with the Big Five personality is shown 

in Table 2 [8]. 

Table 2. Correlation Score of LIWC 

LIWC Category O C E A N 

1st person  -0.19  0.02  0.03  0.08  0.10  

2nd person  -0.16  0  0.16  0.08  -0.15  

3rd person -0.06  -0.08  0.04  0.08  0.02  

plural -0.10  0.03  0.11  0.18  -0.07  

Pronouns -0.21  -0.02  0.06  0.11  0.06  

Negations -0.13  -0.17  -0.05  -0.03  0.11  

Assent -0.11  -0.09  0.07  0.02  0.05  

Prepositions 0.17  0.06  -0.04  0.07  -0.04  

Numbers 0.08  0.04  -0.12  0.11  -0.07  

Affect -0.12  -0.06  0.09  0.06  -0.12  

Positive Emotion -0.11  -0.02  0.11  0.14  0.01  

Negative Emotion 0  -0.18  0.04  -0.15  0.16  

Anxiety -0.2  -0.05  -0.03  -0.03  0.17  

Anger 0.3  -0.19  0.03  -0.23  0.13  

Sadness -0.3  -0.11  0.02  0.01  0.10  

Discrepancy -0.12  -0.13  -0.07  -0.04  0.13  

Tentative -0.06  -0.10  -0.11  -0.07  -0.12  

Certainty -0.06  -0.10  0.10  0.05  0.13  

Seeing -0.04  -0.01  -0.03  0.09  -0.01  

Hearing -0.08  -0.12  0.12  0.01  0.02  

Feeling -0.01  -0.05  0.06  0.10  0.10  

Communication -0.06  -0.07  0.13  0.02  0  

Friends -0.01  0.06  0.15  0.11  -0.08  

Family -0.17  0.05  0.09  0.19  -0.07  

Humans -0.09  -0.12  0.13  0.07  -0.05  

Time -0.22  0.09  0.02  -0.12  0.01  

School 0.02  0.04  -0.07  -0.01  0.06  

Job/work 0.04  0.07  -0.08  -0.07  0.07  

Achievement -0.05  0.14  -0.09  0.05  0.01  

Home -0.20  0.50  0.03  0.19  0  

Sports -0.14  0  0.05  0.06  -0.01  

Tv/movies 0.05  0.06  0.05  -0.05  -0.02  

Music 0.04  -0.11  0.13  0.08  -0.02  
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Money/finance -0.04  -0.08  -0.04  -0.11  0.04  

Metaphysical 0.07  -0.08  0.08  -0.01  -0.01  

Death 0.15  -0.12  0.01  -0.13  0.03  

Religion 0.05  -0.04  0.11  0.06  -0.03  

Sexuality 0  -0.06  0.17  0.08  0.03  

Eating/drinking -0.15  -0.04  0.18  0.03  -0.01  

Sleep -0.14  -0.03  0.02  0.11  0.10  

Grooming -0.20  -0.05  -0.01  0.07  0.05  

Swear words 0.06  -0.14  0.06  -0.21  0.11  

2.7 Bidirectional Encoder from Transformers 

Representations (BERT)  

The Bidirectional encoder from Transformers 

representations abbreviated as BERT is a method to 

extract features in the text in Nature Language 

Processing, such as sentiment classification, reading 

comprehension, and answering questions [17]. 

 

Figure 3 BERT Architecture [17] 

In Figure 3, the dataset described by X will be processed 

into 2 stages, the first stage of the X dataset will be 

processed to become a sentence vector. The result of 

this process will produce a comprehensive value of 

semantics. Then the second X dataset will be created in 

the form of a token. The result of this process is to give 

a label to the token so that later it will be easier to 

implement into the classifier. Both processes will be 

included in the classifier for use in the next process. 

2.8 Naïve Bayes Support Vector Machine (NBSVM) 

Naïve Bayes is an easy algorithm to implement for 

classification because it has low complexity, which 

means that the training process, Naïve Bayes doesn’t 

need too much data train [9]. Support Vector Machine 

or SVM is a method using hyperplanes that group data 

with maximum margins [18]. The kernel in SVM can 

maximize the results of grouping because each kernel 

has a different grouping calculation. An example of 

SVM can be seen in Figure 4. 

For the above reasons, two methods can be combined 

with the Support Vector Machine tasked with 

calculating the ratio of the log and Naïve Bayes as a data 
retrieval that has the performance of taking values from 

data retrieval. 

Naïve Bayes and Support Vector Machine can produce 

better performance by following equation (1) 

 𝑤𝑡 = (1 − 𝛽)𝜔 +  𝛽𝑤 (1) 

 

Figure 4 Support Vector Machine Illustration [18] 

From equation (1) where ω=  ‖w‖/|V| which is the result 

of the mean of w and β= [0,1] which is the interpolation 

parameter  

To gain more accuracy, we will add Hyperparameter 

Tuning in the Naïve Bayes Support Vector Machine 
called Optuna.  Optuna is a hyperparameter method that 

uses the define-by-run principle, which allows users to 

dynamically construct parameters [19]. In addition, 

Optuna has several advantages such as being able to 

increase the effectiveness of optimization by 

performing efficient searches and pruning algorithms. 

2.9 Evaluation Performance  

To measure the value of the performance evaluation of 

this study, the Confusion Matrix will be used. A 

confusion Matrix is a matrix that contains the actual 

classification and predictions made by the classification 

algorithm [20]. 

In Figure 5, there are 2 parts, namely predicted and 

actual. For example, Nij is showing how many samples 

are identified in actual Ai but classified in Aj. By using 

the results in Figure 4, several measurements were 

obtained, namely Accuracy, Precision, Recall, and F1-

Score. 

 

Figure 5 Confusion Matrix [20] 

Precision is how many correct predictions from a class 

where the total number of predictions from that class. 

Precision can be calculated using the following 

equation (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑁𝑖𝑖 / ∑ 𝑁𝑘𝑖

𝑛

𝑘=1

 (2) 
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The recall is how many correct predictions from a class 

where the total number of predictions from the actual 

number in that class. Recall can be calculated using the 

following equation (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑁𝑖𝑖 / ∑ 𝑁𝑖𝑘

𝑛

𝑘=1

 (3) 

F1-Score is the average of recall and precision. F1-

Score can be calculated using the following equation (4) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒𝑖 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 × 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

 (4) 

Due to imbalanced data, the accuracy will be calculated 

by looking at the F1-Score because F1-Score is 

obtained from calculating the average of precision and 

recall. 

3. Results and Discussions 

In this studied, we apply the naïve Bayes support vector 

machine method as a baseline.  Next, we had built four 

scenarios.  In the first scenario, we would tried to find 
the best ratio data that had been used in the next 

scenario.  The second scenario would tried to compare 

the data that balanced with SMOTE and those that did 

not used SMOTE.  The third scenario would tried to 

compare the data used feature expansion, LIWC, and 

BERT.  And the last scenario would tried the model 

with hyperparameter tuning.  The dataset used in this 

studied was 295 twitter users and 511.617 users’ tweets. 

3.1 Result 

For the first scenario, we would look for the optimal 

data ratio that had been used in this study.  The ratio 

data have been tested were 90:10, 80:20, 70:30, and 
60:40.  The test results in the first scenario could been 

seen in table 3.  The table shows a data ratio of 80:20 

resulting in the highest accuracy valued.  With this, the 

80:20 data ratio would continue have been used in the 

next scenario. 

Table 3. First Scenario Result Comparison 

Ratio Accuracy (%) 

90:10 38.62  

80:10 42.71  

70:10 29.09  

60:10 31.77  

In the second scenario, an experiment had been 

conducted to determine the effectiveness of data 

balancing.  The results of the second scenario test could 

been seen in table 4.  From the results of the second 

scenario test, it was found that using SMOTE could 

increase accuracy by 3.19%.  This result proves that 

balancing the data could increase the accuracy of the 

model prediction so that smote had been applied to the 

next scenario. 

In the third scenario, we would tried to apply LIWC as 

linguistic features and BERT as semantic approaches to 
improved accuracy results.  The results of the third 

scenario experiment could been seen in table 5.  From 

the results of the third scenario testing, the application 

of linguistic features could increase accuracy by 1.18% 

from the second scenario.  This made LIWC would 

continue have been applied to improved accuracy in 

future tests.  In addition, BERT as a semantic approach 

was also tested have been added as a feature expansion.  

The test results obtained an accuracy of 63.38%, an 

increase of 20.58% from the test if the model only used 

LIWC as a feature expansion.  This made BERT proven 

to improved accuracy.  

Table 4 Second Scenario Result Comparison 

Condition Accuracy (%) 

NBSVM 42.71  

NBSVM + SMOTE 50.83  

Table 5. Third Scenario Result Comparison 

Condition Accuracy (%) 

NBSVM + SMOTE 50.83  

NBSVM + SMOTE + LIWC 52.01 

NBSVM + SMOTE + LIWC +BERT 72.59 

In the last scenario, the model had been applied used 
Optuna hyperparameter tuning.  The results of the last 

scenario could been seen in table 6.  From the test 

results, it was found that the accuracy increased to 

87.82%.  An increase of 10.53% occurred when Optuna 

hyperparameter tuning was applied to the NBSVM with 

SMOTE, LIWC, and BERT.  Optuna was set to find the 

regularization valued and the maximum iteration valued 

that had been used to process the training model.  The 

best valued had been applied to the model for further 

implementation into the prediction parameters. 

Table 6. Fourth Scenario Result Comparison 

Condition Accuracy (%) 

Baseline + SMOTE + LIWC + BERT 72.59 

Baseline + SMOTE + LIWC + BERT + 

Hyperparameter Tuning 

87.82 

The comparison of four scenarios carried out by this 

studied could be seen in Table 7. 

Table 7. All Scenario Result Comparison 

Condition Accuracy (%) 

Baseline 44.67  

Baseline + SMOTE 50.83 (+20.19) 

Baseline + SMOTE + LIWC 52.01 (+33.98) 

Baseline + SMOTE + LIWC + BERT 72.59 (+71.65) 

Baseline + SMOTE + LIWC + BERT + 

Hyperparameter Tuning 

87.82 (+107.66) 

The results of testing the accuracy of the comparison of 

labeled personality traits based on the results of the 

NBSVM combined with BERT, LIWC, SMOTE, and 

Hyperparameter Tuning could been seen in Table 8. 

Table 8. Comparison Personality Traits Accuracy Result 

Personality Traits Accuracy (%) 

Openness 85.71 

Conscientiousness 85.71 

Extraversion 86.49 

Agreeableness 97.30 

Neuroticism 83.87 

Average Accuracy 87.82 
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3.2 Discussions 

The dataset used in this studied was imbalanced.  This 

could been seen in figure 2 where the openness label 

was the dominant label compared to other labels.  This 

could lead to a decrease in accuracy due to the lack of 

predictive accuracy with the minority class.  To 

overcome this problem, the oversampling method was 

used, namely SMOTE.  SMOTE would create new data 

through data points randomly from one of its k nearest 

neighbors.  The amount of data created by the label 
would followed the amount of the highest label so that 

the data had been balanced. 

In the first scenario, it was found that a good data ratio 

to use a data ratio of 80:20.  The ratio of 80:20 produces 

the highest accuracy compared to the other ratios, which 

was 44.67%.  Because of that, the ratio of 80:20 had 

been used in the next scenario.  The second scenario 

would tried to test the model with balanced data using 

SMOTE.  From the test results, getting that balanced 

data could be improved accuracy.  This could happen 

because by balancing the data, there had been no 
minority class so the model would not be dominant 

considering the majority class.  

The third scenario was a test that used feature 

expansion, namely LIWC and BERT.  From the test 

results, it was proven that LIWC could be improved 

accuracy.  LIWC could group words into a category 

dictionary so that it could generate new word groups.  

This was what made the model predict more accurately 

because more data explains the label.  Then tried to 

apply BERT and got an increase in accuracy.  BERT 

could group words into certain groups which would 

then be labeled as groups so that word groups had been 

formed. 

In the last scenario, Optuna hyperparameter tuning had 

been added to improve accuracy.  The results obtained 

proved that adding Optuna hyperparameter tuning 

could increase accuracy.  Optuna hyperparameter 

tuning would be looked for the best parameters had 

been applied to the model so that it was proven that the 

implementation of hyperparameter tuning could 

increase the accuracy of the prediction model.  The 

results of the increased accuracy in the experiment 

could had been seen in figure 5 below. 

 

Figure 5 Accuracy Score Increase 

4.  Conclusion 

In this researched, we tried to predict the Big Five 

Personalities of a twitter user by used the naïve bayes 

support vector machine method.  The data we collected 

was 295 twitter users and 672.866 tweets from crawling 

results.  The data could been said have been imbalanced 

because there was a label that dominated so data 

balancing must been done.  To overcome the 

imbalanced data, we apply the SMOTE method.  In 

addition, we also include LIWC as a linguistic feature, 
BERT as a semantic approached, and used Optuna 

hyperparameter tuning to improved model accuracy.  In 

the results of this studied, the model managed to achieve 

an accuracy of 87.82%. 

From the test results, it could been concluded that 

adding hyperparameter tuning to the model had been 

able to increase accuracy because when tuning was 

done, the model would looked for the best parameters 

have been used later in the prediction process.  It was 

also recommended to tried other methods to produced 

better accuracy with the hyperparameter tuning method.   
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