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Abstract  

Rice is an agricultural sector that is very important for Indonesia's economy. The main problem with rice plants is pest and 

disease control which has a very dangerous impact as well as economic losses for farmers. The characteristics that are very 
visible on rice leaves have a greater area than other plant structures, rice leaves can be applied for early diagnosis of rice 
plant diseases. Fuzzy C-Means (FCM) and Genetic Algorithm-Fuzzy C-Means are the approaches employed (GA-FCM). The 
center of the cluster is obtained while adopting genetic algorithms for optimization. The primary dataset used in this research 
is Teaching Sawah Farm IPB, and the secondary dataset is UCI Rice Leaf Diseases. According to the results of the comparison 
the GA-FCM optimization results in a higher level of clustering precision with a 65% optimal cluster center point on the 
silhoutte coefficient value compared to just 60% for FCM. This research shows the results that the proposed method can add 
5% accuracy to the clustering results in terms of identifying the types of rice plant diseases properly. 
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1. Introduction  

The agricultural sector in a country with a huge land 
area, such as Indonesia. The majority of Indonesians 

lives are based on rice farming as a basic need [1]. Rice 

is one of Indonesia's most important economic sectors. 

According to data from the Central Bureau of Statistics 

(Badan Pusat Statistik), rice farming harvested area and 

production decreased by 6,15% and 7,76 % respectively 

in 2019 compared to 2018 [2]. The main issues that 

exist in rice plants, namely: pest and disease control 

because they have very dangerous consequences as well 

as losses for farmers [3]. Plant Disturbing Organism 

(PDO) factors such as pests, diseases, and weeds are 
causing a decline in rice yields [4]. PDO is one of the 

risk factors in plant cultivation that can lead to a loss of 

agricultural productivity [5]. Tungro disease (tungro 

virus), leaf sheath blight, grass dwarf, bacterial leaf 

blight, stem spot, and hollow dwarf are all important 

diseases of rice plants in Indonesia [6]. 

Farmers will be impacted by diseased rice plants, and 

the resulting decrease in yields will have a negative 

impact on rice agricultural production. Spots of a 

specific color and pattern will appear in some parts of 

the infected rice plant as symptoms of this disease. The 

characteristics that are very visible on rice leaves have 

a greater area than other parts of the plant structure, they 

can be used for early identification of rice plant diseases 
[7]. For the identification of leaf diseases in rice plants, 

color features can be used as features/feature extraction 

[8]. From a infection to another, the patterns on rice 

leaves looked to have different shapes and colors [9]. 

Color, texture, and spots are some of the key factors 

used in the analysis of rice leaves to identify the disease 

type [10]. This can be controlled and handled with by 

maintaining the rice plant's health. 

Image processing and computer vision have high 

potential and important role in agricultural technologies 

[11]. Image processing techniques may be a solution 
since they can measure the area of diseased leaves and 

identify the color difference between leaves that are 

attacked by pests and leaves that are not damaged by 

pests [12]. There are components in rice plants, such as 

leaf color, that can be applied as an input for digital 

image processing analysis [13]. 

Previous research have shown using map image data, 

Genetic Algorithm (GA) and Fuzzy C-Means (FCM) 

perform better than conventional FCM in clustering and 

validity clusters [14]. Other research has been done by 

Biju and Mythii are segmented microarray pictures with 

DNA microarray images using Genetic Algorithm 

mailto:1resti@iaii.org
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based Fuzzy C-Means [15]. In terms of grouping 

foreground and background pixel signals, the suggested 

GA-FCM algorithm is more efficient than FCM and K-

Means. 

Image processing in rice farming is the focus of this 

research. The goal of this research is to build a 

clustering of rice plant diseases and use genetic 

algorithm to optimize FCM results. Clustering of rice 

plant diseases using FCM and GA-FCM on rice leaf 

pictures is an analysis that should make it easier and 
more effective to discover information about the types 

of rice plant diseases that are attacked. 

2. Research Methods 

2.1 Research Dataset 

The following primary datasets were used in this 

research, picture data of diseased rice leaves taken using 

a Canon EOS 700D camera. The rice plants are 65 to 75 

days old which includes the reproductive phase, which 

is defined by the appearance of rice seeds. On 

November 20, 2020, the first location was in Teaching 

Farm Sawah Baru, Department of Agronomy and 
Horticulture, Faculty of Agriculture, IPB University, 

which totaled 60 picture objects. The image of rice leaf 

in Teaching Farm Sawah Baru of IPB is shown in 

Figure 1. The second location of rice field farm in the 

Cianjur area Bogor had a total of 60 picture objects was 

taken on December 3, 2020. The image of rice leaf in 

the Cianjur rice fields Bogor is shown in Figure 2. 

 

Figure 1. The Image of Rice Leaf on the Teaching Farm Sawah Baru 

of IPB 

Rice leaf diseases secondary dataset, which was also 

used in this research, was obtained from UCI Machine 
Learning. Three types of diseases are identified with 

picture objects for each disease type in the leaf image 

collection, which has a total of 120 image objects: 

Bacterial Leaf Blight, Brown Spot and Leaf Smut. The 

image of rice leaf diseases dataset is shown in Figure 3. 

 

 

 Figure 2. Image of Rice Leaf in Cianjur Rice Fields Bogor 

 

Figure 3. Rice Leaf Image in UCI Repository Rice Leaf Diseases 

Dataset 

2.2 Research Stages 

This research consists of several stages including: input 

of rice leaf image data, image preprocess, feature 

extraction using Gray Level Co-occurrence Matrix 

(GLCM), data dimension reduction using Principal 

Component Analysis (PCA), clustering using Fuzzy C-

Means (FCM) and Genetic Algorithm - Fuzzy C-Means 
(GA-FCM), output model results clustering, 

identification of rice plant diseases and evaluation. 

Figure 4 shows flowchart of the research stages. 

 

Figure 4. Research Stages Flowchart 

1. Image Preprocess 

The image is cropped to 750 220 pixels during the 

preprocessing stages to obtain a precise disease object 

by focusing on the visible blotchy lesions that will be 

used as a point of interest. Figure 5 shows a 

preprocessed image of the primary dataset. 
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Figure 5. Image Preprocess on Primary Dataset 

2. Feature Extraction 

Feature extraction is the process of extracting 

information or features from an image in order to 

distinguish it from others. Texture is the most basic 

component of an image that can be applied as a 

clustering base. The size and parameters of the view, as 

well as the environment and lighting situation, 

determine the texture's image [16]. The texture analysis 
in this research uses Gray Level Co-occurrence Matrix 

(GLCM) to extract information from grayscale images 

in the form of energy, entropy, contrast, and 

homogeneity [17]. 

3. Data Dimension Reduction 

Principle Component Analysis (PCA) or principal 

component analysis is a linear combination of the 

previous variables that is used to create new variables. 

PCA can also be used to extract features from an image 

when the image's total dimensions are more than the 

total sample data [18]. Another advantage of reducing 
the data dimensions is that it makes the model easier to 

understand because it is constructed with less features 

and it also makes the data easier to visualize [19]. Data 

clustering can use the value is created by the primary 

component of the two main new variables (principal 

component). 

4. Fuzzy C-Means 

Fuzzy C-Means (FCM) is a data grouping method in 

which the degree of membership determines the 

position of each data in a cluster. FCM is simple in 

nature, making it simple to apply and data [20]. The first 

FCM's stages determine the cluster center, that will be 
marked with the average cluster location. Each data has 

a degree of membership in each cluster, which is 

determined by repeatedly updating the cluster center 

and membership value of each data, resulting in a 

cluster center in the correct position. The loop is based 

on the objective function minimization [21]. 

5. Genetic Algorithm 

Genetic Algorithm (GA) is a searching that adapts 

natural biological evolution with the aim of determining 

high-quality chromosomes or individuals in an 

environment called a population. The selection of 
individuals from a population will be evaluated based 

on the value of the fitness function. Shaped 

chromosomes string are candidates for each operation 

process known as generation [22]. The basic 

arrangement in GA includes chromosome 

representation, calculating fitness for evaluation, new 

individuals obtained by the crossover, mutations to 

increase existing variations in the population and 

selection to create new populations. 

6. Clustering FCM and GA-FCM 

Clustering also known as cluster analysis is the process 

of determining the correct group or class from an image 

based on the results of feature extraction. In FCM, the 
value of the cluster center's position is generated at 

random, results in a local optimum, which is then 

determined by the value generated at random, the 

genetic algorithm's role being to optimize the value of 

the initial cluster center [23]. Genetic algorithm as an 

optimization method can be implemented in clustering 

based objective function. In the genetic algorithm for 

fuzzy clustering, fitness function is obtained from 

objective function the minimized in each generation, 

the chromosomes will be evaluated based on the value 

fitness functions. In search of cluster center matrix the 
cluster center with operators such as selection, 

crossover and mutation using fitness functions. 

7. Identification of Rice Plant Diseases 

The type of disease is labeled at this stage using the 

results of the primary dataset clustering based on the 

three types of diseases in the secondary dataset of Rice 

Leaf Diseases. 

8. Evaluation 

At this stage, an evaluation of the results of clustering 

with GA-FCM is carried out using the Silhoutte 

Coefficient, Random Index (RI) and Adjusted Random 

Index (ARI) to be used to analyze the quality of the 
clustering in an algorithm so that an evaluation process 

is needed. Silhoutte coefficient aims to determine the 

quality cluster how well an object is positioned in a 

cluster. Based on the results silhoutte coefficient will 

have a negative weight when the distance of the data to 

clusters is smaller than the distance of the data to the 

cluster to data and will have a positive weight if the 

distance data to clusters is greater than the distance data 

to the cluster itself. ARI aims to measure the quality of 

the global solution by comparing the label on the results 

of the clustering to the predicted label. The ARI method 
is an extension of the RI. ARI values have a range 

between -1 to 1 ([-1, 1]), while for rand index has a 

range from 0 to 1 ([0, 1]). ARI value is the better quality 

of a cluster. The range of ARI values greater than the 

rand index can be used as a better measure of clustering 

[24]. 

3.  Results and Discussions 

The following is a summary of the results and a 

discussion of the stages research method used.  
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3.1 GLCM Feature Extraction Results and PCA Data 

Reduction Results 

The results of feature extraction using GLCM on the 

primary dataset. Obtained 4 attributes, namely: 

homogeneity, contrast, energy, and entropy which will 

then be processed for data dimension reduction using 

the PCA method. The results of GLCM feature 

extraction on the primary dataset are as shown in Table 

1. 

Table  1. Primary Dataset GLCM Feature Extraction Results 

Number Homogeneity Contrast Energy Entropy 

0 0.288082 32.330093 0.042218 4.131268 

1 0.32581 86.114583 0.050693 4.135463 

2 0.251673 29.09213 0.04822 3.998545 

The results of PCA for reduction data dimensions in 

GLCM feature extraction are two new variables PCA 1 

and PCA 2 which are then used for clustering formation 

as shown in Table 2. 

Table  2. Results of Primary Dataset PCA Dimension Reduction  

Number PCA 1 PCA 2 

0 -104.65651162102685 0.022242572337850625 

1 -50.87203814894065 0.043003362072732296 

2 -107.8944973975265 0.14441053228450168 

3.2. Results of C-Means Fuzzy Clustering Model 

The primary dataset used in the FCM calculation is 120 

objects, with the following parameters: number of 

clusters = 3, fuzzier = 2, smallest error = 0.005, and 

maximum iteration = 10. The number of clusters in this 

research is based on the number of 3 types of disease 

labels in the secondary dataset. 3 clusters is the number 

of clusters given as a parameter. The choice of the 

fuzzier = 2 parameter is based on Klawonn and 
Hoppner's research, which determined that a value of 2 

for the fuzzier parameter is the optimal value within the 

fuzzy value limit [25]. The results of clusters in the 

primary dataset are 3 clusters such as cluster 0 with a 

total of 40 objects, cluster 1 with a total of 72 objects, 

cluster 2 with a total of 8 objects, as shown in Figure 6. 

The results of clusters in the secondary dataset are 3 

clusters, namely: cluster 0 with a total 3 objects, cluster 

1 with a total of 14 objects, and cluster 2 with a total of 

103 objects are shown in Figure 7. 

3.3. Genetic Algorithm Results 

The total number of generations is used as a parameter 

in the experimental GA to obtain the best fitness value. 

This experiment was done with a target generation of 

4000 in order to increase the results of the generation 

from 1 to 3000. Furthermore, the best fitness value in 

the 3000 generation that has had a stall generation is 

9.88059480760816e-11 in the 3905 generation. The 

plot of the fitness value against the number of 

generations is shown in Figure 8. 

 

 
Figure 6. Primary dataset FCM Results Plot 

 
Figure 7. Secondary dataset FCM Results Plot 

 

 

Figure 8. Plot of Fitness Value on Number of Generations 

3.4. Results of Identification of Rice Plant Diseases 

Based on the results of the secondary dataset clustering 

which has 3 types of disease labels, label 0 is brown spot 

disease, label 1 is leaf smut disease, and label 2 is 

bacterial leaf blight. Figure 9 shows the plot of the 

identification of rice diseases using FCM on primary 

dataset and secondary dataset. 
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Primary Dataset Secondary Dataset 

  

Figure 9. Plot of Rice Disease Identification Results Using FCM on 

Primary Dataset and Secondary Dataset 

The results of the FCM cluster will be optimized using 

GA-FCM to determine the cluster center in the next 

stage. The fitness value is calculated by summing the 

distance between each sample and the cluster center in 

GA-FCM. After that, the GA-FCM plot on the primary 

dataset produced three labels. Cluster 0 is a leaf smut 

with 26 objects, cluster 1 is a bacterial leaf blight with 

90 objects, and cluster 2 is a brown spot type with 4 

objects. Figure 10 shows the result of optimizing the 

identification of rice plant diseases using GA-FCM.  

 

Figure 10. Optimization Results of Rice Plant Disease Identification 

Using GA-FCM on Primary Dataset 

3.5. Evaluation result 

Furthermore, measurements were made using the 

silhouette coefficient, random index score and adjusted 

random index score from the cluster using FCM and 

GA-FCM. If we look at the silhouette coefficient using 

GA-FCM is better because it has a value of 0.655 while 

using FCM with a value of only 0.601. Silhoutte 

coefficient is close to 1, then the feature structure used 

is good, so the clustering are correct. Next on random 

index is better with a value of 0.60294117 while FCM 

with a value of 0.51036414. Adjusted random index on 

GA-FCM is also better with a value of 0.23475880 
while FCM with a value of 0.00086458. Value from 

random index and adjusted random index is obtained 

from the match of the resulting label with the target or 

predicted label. The larger of random index value and 

the adjusted random index value is the better 

performance of a clustering method. So the use of GA-

FCM as a method that can optimize the results of 

clustering. Comparison of the silhouette coefficient, 

random index, and adjusted random index on the results 

of clustering FCM and GA-FCM as shown in Table 3. 

Table 3. Comparison of FCM and GA-FCM Cluster Results 

Method Silhoutte 

coefficient 

Random 

Index 

Adjusted 

Random Index 

FCM 0.601 0.51036414 0.00086458 

GA-FCM 0.655 0.60294117 0.23475880 

4.  Conclusion 

Based on the results of the analysis the results clustering 

rice plant diseases, it can be concluded that the results 

using FCM obtained cluster 0 (leaf smut) total 40 

objects, cluster 1 (bacterial leaf blight) total 72 objects 

and cluster 2 total 8 objects (brown spots). Furthermore, 
in the optimization results using GA-FCM obtained 

cluster 0 (leaf smut) total 26 objects, cluster 1 (bacterial 

leaf blight) total 90 objects, cluster 2 (brown spot) total 

4 objects. 

Based on the results of the GA-FCM optimization 

evaluation resulted increase clustering with a silhoutte 

coefficient of 65% more appropriate to reach the cluster 

center compared to FCM with a value only 60%, the 

addition of GA to FCM can increase accuracy by 5%. 

Results Random index (RI) on GA-FCM has a value 

greater than 60% compared to FCM with a value only 
51%. Furthermore, the GA-FCM results for the adjusted 

random index (ARI) is 23% greater than FCM with a 

value only 0.0008%. 

All stages of this research have been could effort to 

identify the types of rice plant diseases that are still a 

problem in agriculture and even cause losses in rice 

yields. Optimization results using GA on FCM have a 

good increase in accuracy in determining the type of 

rice disease. So that this research is expected to help 

farmers and extension workers in taking further action 

in handling diseases, especially rice plants. 

Furthermore, suggestions for this research in the future 
can be developed on IoT devices such as drones or 

robots so that rice fields can monitor the health status of 

their rice plants in real time. 
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