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Abstract  

Social media has become a new method of today’s communication in a new digitalize era. Children and adults have used social 

media a lot in interacting with others. Therefore social media has shifted conventional communication into digital one. This 

digital development on social media is a serious problem that must be faced because it has been found that there are more and 

more acts of cyberbullying. This act of cyberbullying can attack the psychic, causing depression up to suicide. The dangers of 

cyberbullying are troubling and cause concern to the community. Therefore, this study will analyze the sentiment on the 

comments contained on social media to find out the value of sentiment from comments on social media platforms. The comment 

data will be processed at the sentiment analysis stage, with the following steps are:  preprocessing stage, Term Frequency-

Inverse Document Frequency (TF-IDF), and the Support Vector Machine (SVM) classification method. Comment data to be 

classified as 1500 data taken using crawling data through libraries in python programming and divided into 80% data training 

and 20% data testing. Based on the results of the test, the accuracy value is 93%, the precision value is 95%, and the recall 

value is 97%. In this research, a system model design is also carried out where the system can be integrated with the browser 

to open a user page on the classification of comments that have been input into the system. 

Keywords: Preprocessing, Term Frequency and Inverse Document Frequency, Support Vector Machine, Confusion Matrix, 

Application, Sentiment Analysis 

© 2020 RESTI Journal

1. Introduction 

For decades, the internet has been a part of life that can 

dynamically change the nature of a person such as 

children and adults [1], [2].  Internet is a type of network 

that connects information and communication globally. 

The internet is also an alternative way to obtain 

information sources directly [3]. The rapid growth of the 

social network has changed the meaning of friendship, 

relationships, and social communication. People have 

been interacting through social media such as Facebook, 

Twitter, Myspace, and YouTube that are accessed 

simultaneously [4]. From the rapid growth of social 

media, cyberbullying becomes one of the serious 

problems in social networks, especially for teenagers 

and adults [2]. Cyberbullying is defined as an aggressive 

and deliberate act to harm someone committed by a 

group or individual by using a form of electronic contact 

repeatedly or from time to time against a victim who 

cannot easily defend himself [5]. People have begun to 

realize that the incidence of cyberbullying has increased 

in recent decades, and some research shows that half of 

teenagers and society experience cyberbullying [6]. 

Even the effects of cyberbullying contribute to 

depressive stress, decreased self-esteem, despair, and 

suicidal desire among adolescents [7]. 

Social media is a medium to communicate its existence 

not only through media text but also users can use image 

and video media. It is from these materials that the media 

is widespread on the internet with the reach can quickly 

spread widely. With this capability there are many 

opportunities and opportunities from the internet shown, 

but there are concerns about increased online activity 

that could lead to the onset of deliberate crime and 

harassment such as cyberbullying. Social media apps are 

already very popular among everyone and the growing 

popularity of social media platforms is also increasing 

cyberbullying that occurs through social media [8], [9].  

This cyberbullying phenomenon certainly gets special 

attention from the public and social media users, the role 

of information technology is a particular concern for 

researchers to develop technology to detect cases of 

cyberbullying. In detecting cyberbullying, the researcher 

can use the application of data and data mining concepts 

in finding text patterns, the process of analyzing text, 

and the process of summarizing useful information [10]. 

Even in research with the naïve Bayes method, the 
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detection of cyberbullying words can be classified into 

three categories, namely physical bullying, social 

bullying, and verbal bullying [11]. 

Many researchers have conducted a study on the 

identification of cyberbullying patterns from social 

media and the internet using sentiment analysis.  There 

are also a variety of approaches to sentiment analysis.  

Research conducted by Hernandez Li [12] using a 

semantic approach based on Spanish linguistic rules 

found there is a polarity of cyberbullying detection in the 

Spanish language. The data used are 60,798 messages on 

Twitter and each message was given a sentiment 

analysis label that showed whether the message is a 

message of Very Positive, Positive, Neutral, Negative, 

Very Negative, and no feeling. Results from the study 

using sentiment analysis were able to distinguish these 

messages and found that 35.22% expressed no feelings, 

34.12% expressed positive feelings, and 18.56% 

expressed negative feelings. 

Research conducted by Dina [13] to detect posts from 

social media twitter related to cyberbullying data to 

detect the highest accuracy by using the data dialects of 

modern Arabic, Egyptian, and Arabic. To improve 

accuracy the researchers added two additional factors to 

the sentiment analysis, namely emoji and user history 

that represents user data. There are 4 stages used by 

researchers, namely Twitter Data Collection, Feature 

Extraction (i.e. Twitter-based, sentiment analysis, 

emotions, and user history), Cyberbullying detection, 

and lastly classification. From the results of the 

experiment, researchers revealed that the accuracy 

obtained was 73% for negative words from 

cyberbullying and 85% accuracy obtained from neutral 

and positive data. 

Research conducted by AlHarbi [14] proposes automatic 

detection for cyberbullying using a sentiment analysis 

and lexicon approach. The project uses java 

programming and data sets that have been prepared for 

its testing. Data is collected from Twitter APIs, 

Microsoft-Flow, and YouTube comments. Once the data 

was classified, researchers used PMI, Chi-Square, and 

Entropy. Based on this lexicon approach, it can be 

concluded that the tweet comments used show that PMI 

outperforms with a value of 81%, compared to Chi-

square with a value of 62.11%, and Entropy with a value 

of 39.14%. The results of this study show that the PMI 

approach provides the best performance to detect 

cyberbullying compared to Chi-square and Entropy 

approach. 

Another study was conducted by Ahmad et al [15], who 

conducted a sentiment analysis of Twitter using a 

Support Vector Machine. In his analysis, Ahmad 

analyzed the performance of SVM using 2 datasets that 

were classified and used for comparative analysis, 

namely recall precision and F-measure. The results show 

that the results of the SVM performance depend on the 

data set and the input so that from the 2 data found there 

are differences in the results from the recall precision 

and the F-measure. 

Based on the results of previous research it can be 

concluded that research on cyberbullying approach with 

sentiment analysis has been done by Hernandez, Dina, , 

Al Harbi and Ahmad. However, this study used different 

approaches and gave different results. The results of this 

study are expected to establish a cyberbullying comment 

accuracy with the system and can be the best approach 

to detect cyberbullying comments on social media 

platforms. This study will examine cases of 

cyberbullying using comments from various social 

media, using Term Frequency-Inverse Document 

Frequency (TF-IDF) and Support Vector Machine 

(SVM). TF IDF is an important measure of document 

data that contains words [16].  This process is used for 

calculating a term in any document containing a corpus. 

This method combines 2 weight calculation concepts, 

namely TF (Term Frequency), which functions to 

calculate the frequency of appearance of a word in a 

document, and IDF (Inverse Document Frequency) 

which functions to reduce the weight of a term if many 

appearances of these terms are spread across the corpus 

[17]. SVM can provide good performance for 

classification accuracy which compared to other data 

classification algorithms [18]. Introduced by Vapnik in 

1992, SVM is a method that functions to analyze data 

and to identify patterns, used to classify and analyze 

regressions. SVM also has a function to find the best 

hyperlane that is used as a separator between 2 data 

classes by minimizing classification errors and 

maximizing their geometric margins [19]. The study on 

sentiment analysis data classification using TF-IDF and 

SVM is to distinguish cyberbullying and non-cyber 

bullying classes so that we can test the accuracy of the 

SVM algorithm in cyberbullying cases. The use of SVM 

data results in better accuracy values and applied in the 

case of data classification and regression [20], [21]. 

2. Research Method 

At this stage of the study, researchers performed several 

structured stages, can be seen in the Figure 1 

 
Figure 1. The stages of research process 
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a. Data Collection 

At this stage, researchers collected data sets taken from 

Instagram accounts that are most widely discussed on 

the internet. The data taken is Indonesian language 

comment data. Indonesian has experienced many 

developments due to the contact absorption of language 

between Indonesian and slang. the process of mixing 

codes and the interference between Indonesian and slang 

is what causes the development of slang in the 

community [22]. The comments were taken based on 

recent posts and only 1 sample account was targeted by 

the experiment. Sample Instagram comments on 1 

account can be seen in the Table 1. 

Table 1. Sample of Comments 

No Comments 

1 Jangan terlalu lebar ngangkang nya, ntar batangnya keluar 

2 berharap lo dihukum mati setelah lo korupsi nyet 

3 Telanjang lebih hot.. 
4 Kakak auraaaat jgn diumbar 

2.2 Data Labeling 

In data labeling, the researcher made a questionnaire that 

would be distributed to 100 respondents who were 

experts in good and correct Indonesian. This sample 

consists of 1500 comment data which the respondent 

will provide data label 1 or 0. Label 1 means that the 

word comment contains a negative word which means 

bullying and label 0 means that the comment contains 

positive words which means the word does not contain 

bullying. Data labeling can be seen in the Table 2 

Table 2. Data Labeling 

No Comments Label 

1 Jangan terlalu lebar ngangkang nya, ntar 

batangnya keluar 

1 

2 berharap lo dihukum mati setelah lo korupsi nyet 1 
3 Telanjang lebih hot.. 1 

4 Kakak auraaaat jgn diumbar 0 

2.3 Preprocessing 

Preprocessing text is a stage to reduce several word 

forms into one word form. The main purpose of 

preprocessing is to obtain key features of the data set 

documents that have been collected to increase the 

relevance between words and documents and relevance 

between words and classes [23]. In the preprocessing 

stage several stages are done, namely case folding, data 

cleansing, tokenizing, word replacing, stop word 

removal, and stemming [24]–[26]. Data Preprocessing 

can be seen in the Table 3 and Table 4. 

1. Case Folding 

At this stage, if the contents of the comment contain 

uppercase letters, then the letters are changed to 

lowercase letters, which can be seen in the Table 3. 

2. Data Cleansing 

At this stage, the data in the comment will delete all 

punctuation marks (delimiter), symbols, and emoticon 

codes. Therefore all writings can be read clearly without 

a symbol, which can be seen in the Table 3. 

Table 3. Case folding, data cleansing, tokenizing 

Comments Case Folding 
Data 

Cleansing 
Tokenizing 

Jangan terlalu 
lebar 

ngangkang 

nya, ntar 
batangnya 

keluar 

jangan 
terlalu lebar 

ngangkang 

nya, ntar 
batangnya 

keluar 

jangan terlalu 
lebar 

ngangkang 

nya ntar 
batangnya 

keluar 

jangan 
terlalu 

lebar 

ngangkang 
nya 

ntar 

batangnya 
keluar 

Table 4. World replacing, Stopword removal, Stemming 

World Replacing Stopword Removal Stemming 

jangan  

terlalu  

lebar  
kelangkang 

nya  
nanti  

batangnya  

keluar 

lebar  

kelangkang 

batangnya 
keluar 

lebar  

kelangkang 

batang 
keluar 

3. Tokenizing 

Tokenizing is a process of removing whitespace in a 

sentence. Therefore all comment words experience 

language normalization, which can be seen in the table 

3. 

4. Word Replacing 

This stage is the stage for selecting non-standard 

language words into standard language according to the 

Kamus Besar Bahasa Indonesia. Therefore the 

commentary words become a language that the system 

can read. Table 4 is the result of word-replacing. 

5.  Stopword Removal  

This stage is carried out to select words that are not 

important in the comment. The result of this stopword is 

meaningful commentary words in the content of the 

comments. For this reason, researchers make references 

to the Indonesian stopword dictionary obtained from 

various sources, which can be seen in the Table 4. 

6. Stemming 

The process of stemming is changing the commentary 

data which adds to the basic words. Stemming stages can 

be seen in the Table 4.  

Case folding, data cleansing, tokenizing, word 

replacing, stopword removal, and stemming stages are 

used as preprocessing stages. The results of which can 

be seen in the Table 5. 

Table 5. Sample Preprocessing Result 

No Comments  Preprocessing Result 

1 Jangan terlalu lebar ngangkang 
nya, ntar batangnya keluar 

lebar kelangkang 
batang keluar 

2 berharap lo dihukum mati setelah 

lo korupsi nyet 

Harap hukum mati 

korupsi 
3 Telanjang lebih hot.. telanjang 

4 Kakak auraaaat jgn diumbar Kakak aurat umbar 
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2.4 Features Term Frequency-Inverse Document 

Frequency (TF-IDF) 

TF-IDF is a numerical statistic that shows the relevance 

of keywords with several documents that have been 

collected. Therefore they can be identified or 

categorized. TF-IDF is also a combination of two 

different words namely; Term Frequency and Inverse 

Document Frequency. TF is used to measure the number 

of times a word term is in a document. IDF is used to 

give lower weight to words that occur frequently and to 

give larger words to words that occur rarely [27]. At this 

stage, the TF-IDF feature is carried out in the weighting 

stage on each word that appears in the commentary 

words. The data in the Table 6 is a sample of the TF-IDF 

calculation. 

Table 6. TF-IDF Calculation on Social Media Comments 

No Term 

IDF 

= log 

(
𝑁

𝑑 𝑓 𝑡
) 

TF-IDF 

 1 2 3 4 5 

1 Lebar 0,397 0,397   0,397  
2 Kelangkang 0,698  0,698    

3 Batang 0,397 0,397 0,397    

4 Keluar 0,698   0,698   
5 Harap 0,698 0,698     

6 Hukum 0,698 0,698     

7 Mati 0,397 0,397   0,397  
8 Korupsi 0,397  0,397  0,397  

9 Telanjang 0,397  0,397   0,397 

10 Kakak 0,698 0,698     
11 Aurat 0,698 0,698     

12 umbar 0,698  0,698    

2.5 SVM (Support Vector Machine) 

At this stage, the results of the TF-IDF data set are 

classified in the Support Vector Machine (SVM) 

algorithm.  SVM is a technique to predict a case of 

classification and regression [28]. In classifying SVM, 

researchers used 80% data training sharing and 20% data 

testing to test SVM classification data. At this stage the 

researcher carried out several calculation steps in using 

the SVM algorithm, namely maximizing the margin 

value, creating hyper lane equations, visualizing hyper 

lane lines, and determining data classes. 

3.  Result and Discussion 

At this stage, researchers formed a system that 

specifically detects cyberbullying comments from 

various sources from social media. The system takes 

comment data from Twitter, Instagram, and Facebook. 

3.1 Collection  

1. Data Crawling 

At this stage, researchers collect comment data from 

several social media sources by using several libraries 

on python programming. This is a sample library of the 

file Jason on twitter, instagram and facebook 

Sample of algorithm json twitter 

{ 
 “retweets”: ”0”, 
 “user”: “tempur123”, 
 “likes”: “290”, 
 “text”: “@lucinta, emang situ perempuan 
atau laki-laki, dasar batangan?”, 
 “id”: “912464646233145344”, 
 “replies”: “0”, 
 “url”: 
“/tempur123/status/912464456747135779”, 

 “fullname”: “tempur social”, 
 “timestamp”: “2019-5-23T23:51:39” 
} 

 

 

Sample of algorithm json instagram 
{ 
 id: ‘18854265891900785’, 
 text: ‘batang berjalan. Si kecil sudah 
hilang ya bun.’, 
 created at: 1889958237 
 did_report_as_spam: false, 
 owner: { 
    id: ‘12830944671’, 
    is_verified: false, 
    profile_pic_url: ‘https://scontent-
sin6-2.cdninstagram.com/v/t51.2885-
15/sh0.08/e35/s640x640/123702956_27794066025
6639_5937240795181449466_n.jpg?_nc_ht=sconte
nt-sin6-
2.cdninstagram.com&_nc_cat=103&_nc_ohc=_1bTm
fD5cwMAX-
boyH0&tp=1&oh=a1fba178f9618ba0d67f8ddca3aab0
3cc&oe=5FEECBC9’, username: ‘sincajoseph’, 
     }, 
 Likes : 0, 
  Comments: 0, 
}; 

 

Sample of algorithm json facebook 
{ 
 “data”: [ 
 { 
  “created time” : “2019-06-
30T15:52:45+0000”, 
  “from”:{ 
     “name” : ”komentator Pedas” 
     “id”   : “109679283794999” 
        }, 
  “message”: “hajar sayang”, 
  “can_remove”:false, 
  “like_count”:79, 
  “user_likes”:false, 
  “id”: “113373430087983_113373446754648” 
  }; 
} 

 

Crawling results on each social media are collected as 

data testing and used for 1500 comment data to be 

converted into a CSV file for easy data processing. 

Here's an example of a sample Instagram dataset that 

was successfully collected that can be seen in Table 7. 

Table 7. Social Media Comments 

Shortcode Username Comment 

B0DgO2-

D2M5 pendihermawan16 

@salsabilla_salbatina 

ati2 batang lo luci 

B0DgO2-
D2M5 kakayputr 

Asli deh kak Kakak 

cantik banget tanpa 

meke up kelihatan lebih 
muda dan imut 
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B0DgO2-
D2M5 rafi.almsyh 

Mau kumpulin org yg 

ikuti si LL cma buat 

baca komentar netizen 
barbar:v 

B0DgO2-

D2M5 fayewanadini 

@fitrianirantika lo 

cocoknya jadi ular 

 
2. Data Labeling 

The next stage is the dataset that has been collected for 

data labeling conducted by 100 respondents through 

questionnaires. For caption labeling 1 means containing 

cyberbullying comment content and label 0 for 

comments that do not contain cyberbullying content. 

The sample label, which can be seen in the Table 8. 

Table 8. Sample Social Media Comments Label 

Shortcode Username Comment Label 

B0DgO2-

D2M5 pendihermawan16 

@salsabilla_salbatina 

ati2 batang lo luci 1 

B0DgO2-
D2M5 kakayputr 

Asli deh kak Kakak 
cantik banget tanpa 

meke up kelihatan 
lebih muda dan imut 0 

B0DgO2-

D2M5 rafi.almsyh 

Mau kumpulin org yg 

ikuti si LL cma buat 

baca komentar 

netizen barbar:v 0 

B0DgO2-
D2M5 fayewanadini 

@fitrianirantika lo 
cocoknya jadi ular 1 

3.2 Examination 

1. Preprocessing 

This stage is a stage of data normalization to datasets that 

have been collected for the data classification process. 

The first stage is the case folding stage whose 

implementation can be seen this algorithm of case 

folding.  

Sample of case folding 
Cleantext = word 
If (casefolding): 
    Cleantext = word.lower() 

 

The next stage is data cleansing that is removing 

punctuation (delimiter) or symbols contained in 

comments. Here's the algorithm implementation of the 

data cleansing. 

Sample of data cleansing 
If (remove_mention): 
  Cleantext = re.sub (‘@\S+’, ‘’,cleantext) 

 

In the next stage, the process of tokenizing or 

withholding several word terms taken from the 

comments that have been collected, and can be seen in 

the following tokenizing algorithm. 

Sample of tokenizing algorithm 
If (tokenization): 
  Tokens = nltk.word_tokenize (cleantext) 
  Cleantext = ‘ ‘.joins(tokens) 

 

At the word replacing stage, it changes the non-standard 

language to the standard language according to KBBI. 

For slang words changed manually by creating a 

separate dictionary, which can be seen in this word 

replacing algorithm 

Sample of word replacing 
For slang, formal in slangs.items() 
  Cleantext = 
re.sub(r’\b%s\b’%re.escape(slang), formal, 
cleantext) 

Stopword removal is a step to delete unnecessary or 

meaningless words. At this stage, a stopword dictionary 

library is needed. So that if in a comment there is no 

important sentence data, it will be deleted automatically. 

which can be seen in this sample of stopword removal 

algorithm. 

Sample of stopword removal algorithm 
If(remove_stopword): 
 Factory = StopWordRemoverFactory() 
 Stopword = factory.get_stop_words() + 
stopwords 
 Temp = [t for t in re.findall(r’\b[a-
z]+\b’,cleantext) if t not in stopwords] 
 Cleantext = ‘ ‘.join(temp) 
 

The last stage is stemming, stages to change the affixed 

comment words into basic words. The way these 

stemming works is to remove the prefix, suffix, and a 

combination of prefix and suffix. This stage also 

requires a library for eliminating words. , and can be 

seen in this sample of stemming algorithm 

Sample of Stemming Algorithm 
If(stemming): 
 stemmer = StemmerFactory().create_stemmer() 
 cleantext = stemmer.stem(cleantext) 

2. TF-IDF 

This stage is a stage in weighting words/terms that 

require a library sklearn.feature_extraction.text. Here is 

an example of the TF-IDF algorithm. 

Sample of TF-IDF Algorithm 
fromsklearn.feature_extraction.text 
importTfidVectorizer, CountVectorizer 
 
tfidf_vectorizer =TfidVectorizer(max_df=1.0, 
min_df=1) 
tfidf = tfidf_vectorizer.fit_transform(Docs) 
 
print(“jumlah kolom fitur (jumlah term unik) = 
“,len(tfidf_vectorizer.get_feature_names())) 
print(tfidf_vectorizer.get_feature_names()) 
 
matrix_tfidf = tfidf.toarray() 
print(matrix_tfidf) 

3. Support Vector Machine (SVM) 

At this stage, the calculation of the weight of each 

comment that has been generated in the TF-IDF stage is 

classified using SVM. In this SVM algorithm sample, 
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the classification of the model requires the sklearn 

library and uses linear kernel parameters in testing. This 

test uses 80% training data and 20% testing data  

Sample of SVM Algorithm 
from sklearn import svm 
from sklearn.model_selection import 
train_test_split 
SVM = svm.SVC (kernel=’linear’X_train, X_test, 
Y_train, Y_test = train_test_split(tfidf, 
Labels, test_size=0.2, random_state=0)  
 

4. Data Testing Confusion Matrix 

The final step in this research is to test the accuracy of 

the model using the Confusion Matrix. This confusion 

matrix is a method used to calculate the accuracy of data 

documents so that algorithm learning can be maximized 

[29]. The goal is to determine the validation of the model 

that has been carried out at the training stage. The tests 

performed will produce a matrix with false negative, 

false positive, true negative, and true positive values. 

Besides, the results obtained from this test are accuracy, 

precision, and recall values [30]. Python confusion 

matrix implementation uses the Sklearn library. This is 

a sample implementation of program code in the 

confusion matrix process. 

Sample of Stemming Algorithm 
from sklearn.metrics import 
classification_report, confussion_matrix 
 
print(confusion_matrix(Y_test,prediction)) 
print(classification_report(Y_test,prediction)
)  

The dataset used in this study were taken from various 

social media platforms, namely Twitter, Facebook, and 

Instagram, totaling 1500 comment data. Data labeling 

was done manually by several Indonesian language 

experts at various universities with Indonesian language 

majors. Labeling is carried out by distinguishing 

comments containing cyberbullying and non-

cyberbullying. Table 9 the data sample from the 

crawling process. 

Table 9. Sample dataset  

Komentar 

Gue penasaran itu si abas masih perawan gak ya.. Terus kalo udah 

gak perawan .. Tu keprawanan di ambil siapa ya 

Cocok ka 

@lucintaluna filmnya kapan tayang kepengen nonton deh 

awas biji kedongnya kelihatan 

Ratu apa,ratu bencong. 

kayak mas fatah yg dimeja operasi 

Lelaki bgt 

Kaki mas ituu haha cukur bulu mas 

Based on the algorithm in the picture above, the results 

of True Positive, False Positive, False Negative, and 

True Negative are obtained. The results of the above 

tests are shown in the table 10. 

Table 10. Confusion Matrix 

Predicted Value 

Actual Value 

Cyberbullying (+) Non-Cyberbullying 

(-) 

Cyberbullying (+) (TP) 267 (FP)14 

Non-Cyberbullying 

(-) 

(FN)6 (TN)13 

The table 13 above states that there are 300 comments 

with 273 comments are cyberbullying comments 

(positive) and there are 27 comments are non-cyber 

bullying (negative) comments. 273 cyberbullying 

comments, the model predicts that 6 comments are 

predictably non-cyber bullying. That is, 267 comments 

are cyberbullying comments. Then out of 27 non-cyber 

bullying comments, the model predicts the existence of 

14 cyberbullying comments. Based on the table above, 

the calculation of the results of accuracy, precision, and 

recall are as follows:   

Accuracy : 
267+13

267+13+14+6
𝑥 100 % =

280

300
𝑥100% = 93%  

Precision :  
267

267+14
𝑥 100 % =

267

281
𝑥100% = 95% 

Recall :  
267

267+6
𝑥 100 % =

267

273
𝑥100% = 97% 

The results above stated that the value of accuracy is 

93%, precision is 95%, and recall 97%. To complete this 

study, researchers made a design system related to this 

cyberbullying data. In this system, the user can input the 

data set that has been analyzed in the previous stage. In 

this system the data set tested will be displayed on the 

system and the user will see the results of classification 

consisting of usernames, comments, and labels. 

4.  Conclusion 

In this study, data labeling, preprocessing, TF-IDF, and 

SVM process used 80% data training and 20% data 

testing. At the preprocessing stage, researchers analyzed 

the data into 6 stages, namely case folding, data 

cleansing, tokenizing, word replacing, stopword 

removal, and stemming. This stage aims to reduce the 

words of comments to clear standard words. The 

comment data collected was 1500 data, with 1200 

comments as training data and 300 comments as data 

testing. From the above results of the model experiments 

studied can be concluded that the model can already 

separate the data between comments containing 

cyberbullying and comments that do not contain 

cyberbullying with a higher value. The results obtained 

for the sentiment method of analysis using data labeling, 

preprocessing, TF-IDF, and SVM have differences in 

value with research conducted by previous research. In 

particular, this study experimented with classified data 

and obtained a high degree of accuracy. Although there 



Wahyu Adi Prabowo, Fitriani Azizah 

RESTI Journal (System Engineering and Information Technology) Vol . 4 No. 6 (2020) 1142 – 1148 

 

 

RESTI Journal (System Engineering and Information Technology) Vol . 4 No. 6 (2020) 1142 – 1148  

1148 

 

 

are different methods in previous studies, the results 

presented by each researcher can distinguish 

cyberbullying comments on social media. Based on this 

study can also be concluded that the SVM algorithm is 

applicable to classify cyberbullying and non-cyber 

bullying comments in applications program. 

Acknowledgements  

We would like to thank the Ministry of Research, 

Technology and Higher Education of the Republic of 

Indonesia (RISTEKDIKTI) for funding this research 

through the “skim Penelitian Dasar Pemula” program  

References 

[1] M. Foody, M. Samara, and P. Carlbring, “A review of 

cyberbullying and suggestions for online psychological 

therapy,” Internet Interv., vol. 2, no. 3, pp. 235–242, 2015, doi: 
10.1016/j.invent.2015.05.002. 

[2] I. Kwan et al., “Cyberbullying and Children and Young 

People’s Mental Health: A Systematic Map of Systematic 
Reviews,” Cyberpsychology, Behav. Soc. Netw., vol. 23, no. 2, 

pp. 72–82, 2020, doi: 10.1089/cyber.2019.0370. 

[3] C. K. A. Mawardah, R. Normala, C. Azlini, M. Y. Kamal, and 
Z. M. Lukman, “The Factors of Cyber Bullying and the Effects 

on Cyber Victims,” Int. J. Res. Innov. Soc. Sci., vol. 2, no. XII, 

pp. 59–61, 2018. 
[4] E. Tartari, “Benefits and Risks of Children and Adolescents 

Using Social Media,” Eur. Sci. J., vol. 11, no. 13, pp. 321–332, 

2015. 
[5] D. L. Espelage and J. S. Hong, “Cyberbullying Prevention and 

Intervention Efforts: Current Knowledge and Future 

Directions,” Can. J. Psychiatry, vol. 62, no. 6, pp. 374–380, 

2017, doi: 10.1177/0706743716684793. 

[6] R. Garett, L. R. Lord, and S. D. Young, “Associations between 

social media and cyberbullying: a review of the literature,” 
mHealth, vol. 2, pp. 46–46, 2016, doi: 

10.21037/mhealth.2016.12.01. 

[7] X. W. Chu, C. Y. Fan, Q. Q. Liu, and Z. K. Zhou, 
“Cyberbullying victimization and symptoms of depression and 

anxiety among Chinese adolescents: Examining hopelessness as 

a mediator and self-compassion as a moderator,” Comput. 
Human Behav., vol. 86, pp. 377–386, 2018, doi: 

10.1016/j.chb.2018.04.039. 

[8] G. M. Abaido, “Cyberbullying on social media platforms 
among university students in the United Arab Emirates,” Int. J. 

Adolesc. Youth, vol. 25, no. 1, pp. 407–420, 2020, doi: 

10.1080/02673843.2019.1669059. 
[9] E. Byrne, J. A. Vessey, and L. Pfeifer, “Cyberbullying and 

Social Media: Information and Interventions for School Nurses 

Working With Victims, Students, and Families,” Journal of 

School Nursing, vol. 34, no. 1. pp. 38–50, 2018, doi: 

10.1177/1059840517740191. 
[10] Hariani and I. Riadi, “Detection of Cyberbullying on Social 

Media Using Data Mining Techniques,” Int. J. Comput. Sci. Inf. 

Secur., vol. 15, no. 3, pp. 244–250, 2017. 
[11] T. Pradheep, J. . Sheeba, T. Yogeshwaran, and S. Pradeep 

Devaneyan, “Automatic Multi Model Cyber Bullying Detection 

from Social Networks,” SSRN Electron. J., 2018, doi: 
10.2139/ssrn.3123710. 

[12] R. Hernández Petlachi and X. Li, “Análisis de sentimiento sobre 

textos en Español basado en aproximaciones semánticas con 

reglas linguísticas,” in TASS 2014, 2014. 

[13] D. Farid and N. El-Tazi, “Detection of Cyberbullying in Tweets 

in Egyptian Dialects,” vol. 18, no. 7, pp. 34–41, 2020, [Online]. 
Available: https://sites.google.com/site/ijcsis/. 

[14] B. Y. AlHarbi, M. S. AlHarbi, N. J. AlZahrani, M. M. Alsheail, 

J. F. Alshobaili, and D. M. Ibrahim, “Automatic cyber bullying 
detection in Arabic social media,” Int. J. Eng. Res. Technol., 

vol. 12, no. 12, pp. 2330–2335, 2019. 

[15] M. Ahmad, S. Aftab, and I. Ali, “Sentiment Analysis of Tweets 
using SVM,” Int. J. Comput. Appl., vol. 177, no. 5, pp. 25–29, 

2017, doi: 10.5120/ijca2017915758. 

[16] P. Bafna, D. Pramod, and A. Vaidya, “Document clustering: 
TF-IDF approach,” in International Conference on Electrical, 

Electronics, and Optimization Techniques, ICEEOT 2016, 

2016, pp. 61–66, doi: 10.1109/ICEEOT.2016.7754750. 
[17] M. J. Lavin, “Analyzing Documents with TF-IDF,” Program. 

Hist., no. 8, 2019, doi: 10.46430/phen0082. 

[18] H. N. Irmanda and Ria Astriratma, “Klasifikasi Jenis Pantun 

Dengan Metode Support Vector Machines (SVM),” J. RESTI 

(Rekayasa Sist. dan Teknol. Informasi), vol. 4, no. 5, pp. 915–

922, 2020, doi: 10.29207/resti.v4i5.2313. 
[19] V. Vapnik and R. Izmailov, “Knowledge transfer in SVM and 

neural networks,” Ann. Math. Artif. Intell., vol. 81, no. 1–2, pp. 

3–19, 2017, doi: 10.1007/s10472-017-9538-x. 
[20] S. Chidambaram and K. G. Srinivasagan, “Performance 

evaluation of support vector machine classification approaches 

in data mining,” Cluster Comput., vol. 22, pp. 189–196, 2019, 
doi: 10.1007/s10586-018-2036-z. 

[21] F. Resnik, A. Bellmore, J. Zhu, and W. Zhang, “Using Machine 

Learning to Understand Changes in How Youth Discuss 
Bullying With Celebrities on Social Media,” pp. 1–1, 2018, doi: 

10.1145/3183654.3183694. 

[22] D. Zein and W. Wagiati, “BAHASA GAUL KAUM MUDA 
SEBAGAI KREATIVITAS LINGUISTIS PENUTURNYA 

PADA MEDIA SOSIAL DI ERA TEKNOLOGI 

KOMUNIKASI DAN INFORMASI,” J. Sosioteknologi, vol. 
17, no. 2, p. 236, 2018, doi: 10.5614/sostek.itbj.2018.17.2.6. 

[23] A. I. Kadhim, “An Evaluation of Preprocessing Techniques for 

Text Classification,” Int. J. Comput. Sci. Inf. Secur., vol. 16, no. 
6, pp. 22–32, 2018. 

[24] P. Bafna, D. Pramod, and A. Vaidya, “Document clustering: 

TF-IDF approach,” Int. Conf. Electr. Electron. Optim. Tech. 
ICEEOT 2016, no. November, pp. 61–66, 2016, doi: 

10.1109/ICEEOT.2016.7754750. 

[25] S. Kannan et al., “Preprocessing Techniques for Text Mining,” 
Int. J. Comput. Sci. Commun. Networks, vol. 5, no. 1, pp. 7–16, 

2015. 

[26] A. I. Kadhim, Y. N. Cheah, and N. H. Ahamed, “Text Document 
Preprocessing and Dimension Reduction Techniques for Text 

Document Clustering,” in Proceedings - 2014 4th International 
Conference on Artificial Intelligence with Applications in 

Engineering and Technology, ICAIET 2014, 2015, pp. 69–73, 

doi: 10.1109/ICAIET.2014.21. 

[27] S. Qaiser and R. Ali, “Text Mining: Use of TF-IDF to Examine 

the Relevance of Words to Documents,” Int. J. Comput. Appl., 

vol. 181, no. 1, pp. 25–29, 2018, doi: 10.5120/ijca2018917395. 
[28] M. Awad, R. Khanna, M. Awad, and R. Khanna, “Support 

Vector Machines for Classification,” in Efficient Learning 

Machines, 2015, pp. 39–66. 
[29] Mohan Patro and M. Ranjan Patra, “A Novel Approach to 

Compute Confusion Matrix for Classification of n-Class 

Attributes with Feature Selection,” Trans. Mach. Learn. Artif. 
Intell., 2015, doi: 10.14738/tmlai.32.1108. 

[30] Jiawei Han and M. Kamber, Data Mining: Concepts and 

Techniques Second Edition, vol. 53, no. 9. 2013. 

 

 


