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Abstract  

An Initial Coin Offering (ICO) is a method of raising funds for digital currency projects. Investors purchase these coins at a 

very low initial price before they are released. These coins are then listed on the trading platform, and their prices may 

increase rapidly if the currency performs well. After six months of release, ICO evaluation is the expected time for investors 

to profit. A dataset consisting of 109 ICOs was constructed from reputable websites after data preprocessing. Correlation 

analysis of 12 inputs revealed issues of multicollinearity, leading to biased regression model results. Overfitting occurred 

when using the regression model. To address these limitations, the Ridge regression method resolved the issues with the ICO 

data. An artificial neural network model addressed the complex nonlinear relationships between inputs and ICO prices. By 

adjusting parameters to achieve the best performance according to the Root Mean Square Error, R-squares, and Mean 

Absolute Error metrics, the results showed that the Ridge regression algorithm with a test set of three ICOs achieved 

accuracy ranging from 63% to 92% of ICO prices, while the artificial neural network model predicted with 98% accuracy 

depending on the metric used. 
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1. Introduction 

A company seeking to raise capital may issue its own digital currency by creating a certain amount of tokens, 

which act as a type of share, to sell in the market and attract investors during the initial offering[1]. The 

introduction of ICOs aims to address the issue of startups facing a lack of capital to implement their innovative 

business or technological ideas[2]. Therefore, they turn to investors for funding. However, ensuring profitability 

of an ICO is not absolute. An ICO may fail or succeed after its release. There are ICO projects that are not good 

and fraudulent that still exist in the community, or profitable investment projects that do not meet 

expectations[3]. Investors typically wait from 25 to 30 weeks to decide to exit the investment channel if the 

profit is not as expected[4].  

Once a potential ICO is released, and the token is widely accepted, its price will increase exponentially and 

generate profits for investors compared to the purchase price at the time of issuance. At this point, investors will 

sell these tokens to make a profit, which is the gain[5]. Factors affecting the uncertainty of ICO success include 

the quality of the issuing team, information about the ICO, product ideas, media, social networks, and opinions 

of experts in the cryptocurrency field. The quality of the issuing team includes experienced and well-disciplined 

teams that will also produce good quality products[6].  

Information about the ICO should include the start and end date of token sales, how to trade, price, total 

supply, market capitalization, etc. The product idea should present the company's idea through video 

presentations, technology, platforms, services used, and milestones that the company wants to achieve when 

launching the product. Media, social networks for a prominent ICO project are when it is mentioned a lot on 

social networks such as Facebook, Twitter[4]. 

The ICO price prediction algorithm is a tool that supports the interests of investors and advisors. Machine 

learning-based prediction algorithms bring high efficiency and accuracy, making them the trend of forecasting 

applications[7]. Therefore, researchers have proposed many machine learning algorithms applied in forecasting, 

such as the multiple linear regression model, Ridge regression model, artificial neural network, support vector 

machine, etc. Predicting the price of ICOs to be launched in the near future is crucial. When companies, 

investors, or advisors have specific predictions with high accuracy, they will take appropriate steps based on the 

predicted results[8]. 

Various machine learning methods have been applied to predict the success of ICO projects. Sentiment 

analysis has been regarded as a useful tool for evaluating the attractiveness of ICOs[9]. Based on user comments 

on Twitter, the authors constructed user sentiment data to evaluate the success of an ICO and the amount of 

successfully raised investment. Machine learning models such as logistic regression and random forest were used 

to predict the success of ICOs due to their high accuracy in analyzing user sentiment[10].  
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In addition, analysis based on ICO whitepapers has also been studied to predict the success of ICOs. A 

natural language processing model analyzed the language commonly used in successful ICO whitepapers to 

evaluate a different ICO. The study concluded that successful ICOs have complete whitepapers with terms 

considered as input variables of the model. In this study, we predict the price of ICOs six months after release to 

evaluate the success of ICOs, considering many factors that can affect the ICO price, which can result in profit or 

loss. After six months of investment, investors expect a return on investment that satisfies the profit rate[11].  

Based on input data such as prediction model parameters, this study analyzes the correlation between inputs 

and outputs to evaluate the impact of parameters on the ICO price after six months. The dataset includes 12 

fields, including the key factors that influence the price of an ICO. These factors include the US dollar price, 

bitcoin price, total supply, market capitalization, available supply, amount received, Ethereum price at the time 

of ICO opening, bitcoin price at the time of ICO opening, month of ICO opening, ICO opening date, country of 

ICO opening, and ICO release duration. Six months after the ICO release is the expected period for investors to 

evaluate the success of ICOs[12]. Two methods, ridge regression and artificial neural network, are proposed and 

compared for their predictive accuracy on the dataset constructed from reliable cryptocurrency ICO websites by 

simulating the process using Python programming language. The tables and graphs presented are results 

extracted from the simulation process using this Python programming tool. 

The application of machine learning methods to predict ICO prices based on various factors affecting the 

ICO price has not been fully explored. Previous research on predicting the success of ICOs has mainly focused 

on analyzing user sentiment factors that influence the success of ICOs or relying on whitepaper factors to make 

predictions. However, ICO prices are also influenced by many other factors that have not been studied for their 

potential impact on the success of ICO prices six months after the initial offering[13], [14].  

This paper describes the theoretical foundation for building a Ridge regression model based on linear 

regression and artificial neural network architectures in Section 2. Section 3 presents the data preprocessing and 

model building process. Section 4 shows the results of the analysis and evaluation of the model's ability to 

predict ICO prices six months after the offering. Section 5 provides conclusions and contributions to the 

research. 

2. Method 

2.1 Multiple Linear Regression Problem 

Equation (1) shows the relationship of the multiple linear regression model. The equation represents the 

relationship between the output and input variables of a linear function: 

 

ŷ = ℎ𝜃(𝑥) = 𝜃0 + 𝜃1𝑥1 + 𝜃2𝑥2 + ⋯ + 𝜃𝑛𝑥𝑛 = 𝜃𝑇𝑋 (1) 

 

Where ŷ is the predicted value. The matrix 𝜃𝑇 = [𝜃0 𝜃1 ⋯ 𝜃𝑛] describes the model parameters and is the 

transpose of the 𝜃 matrix. The variables [𝜃0 𝜃1 ⋯ 𝜃𝑛] are the parameters of the regression model. The predicted 

value ŷ and the parameters represent a linear relationship. The 𝑋 matrix is a matrix containing the variables of 

the model. 𝑋 = [𝑥1 𝑥2 ⋯ 𝑥𝑛]. Linear regression has limitations, such as being very sensitive to noise. When the 

system encounters noise, it can cause a non-linear relationship between the input and output. This will affect the 

prediction results when using the linear regression method. Additionally, linear regression cannot represent 

complex models with many inputs. When the model becomes complex, it can lead to overfitting[15], [16]. 

 

2.2 Ridge Regression Problem 

The Ridge regression differs from linear regression by adding a regularization term to the loss function. 

Essentially, Ridge regression optimizes two components simultaneously, including the sum of squared residuals 

and the regularization term. The equation for the loss function of Ridge regression is presented in equation (2). 

 
Here, 𝑥 𝑖 represents the i-th input feature of the model. N is the sample size. 𝑦 𝑖 represents the actual value. λ 

is called the complexity adjustment parameter of the model. This parameter is used to control the magnitude of 

the adjustment component affecting the loss function. Ridge regression applies this adjustment component 

control technique to help address the issues of multicollinearity and overfitting in data. In the case of a very large 

λ, almost all model parameters decrease to 0 and this is called underfitting.  

When λ is very small, Ridge regression becomes a regular linear regression, leading to overfitting. In the 

case of a small λ, the role of the adjustment component becomes less important, and the control of the overfitting 

phenomenon becomes less effective. It is essential that the λ parameter is appropriately designed. We 

experimented with different values of λ during the training process. The best trained model is the one that 

minimizes overfitting, and the optimal λ value can be determined from formula (2) as shown in formula (3). 
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Similar to the problem posed by the multiple regression problem, the model parameter J(𝜃) needs to be 

designed with a minimum value. 

𝜃 = (𝑋 𝑇𝑋 + 𝜆𝐼) −1 𝑋 𝑇    (4) 

 

In which, the matrix 𝑋 contains the input variables and the displacement matrix is 𝑋 𝑇. The unit matrix I is 

designed with suitable dimensions. It is easy to see that the Ridge regression solution involves adding a different 

amount of λI than the linear regression. 

 

2.3 Algorithm of Artificial Neural Network (ANN) 

Artificial Neural Networks (ANN) are a predictive technique based on a model that simulates the operation of 

the human brain. ANN represents the nonlinear relationship between input and output variables. The ANN 

algorithm consists of two stages: forward propagation and backpropagation. The forward propagation algorithm 

computes the sum of the product of inputs and weights. The result is passed through the hidden layer. The values 

in the hidden layer and the output layer are computed using the Tanh function. The backpropagation algorithm 

involves updating the weights using the Gradient Descent algorithm to reduce the loss. The weight updates are 

performed continuously until the model achieves an acceptable loss value[16]. 

Figure 1 illustrates the neural network architecture for the ICO price prediction system after six months. To 

determine the number of hidden layers and the number of nodes in each hidden layer, numerous experiments 

were conducted to identify the parameters that produce the most accurate results. The designed neural network 

model includes an input layer with 128 data fields, three hidden layers, each with 100 nodes, and one output 

neuron. The Tanh function is used as the activation function in the hidden layers[17]. 

 
Figure 1. Neural network model for ICO price prediction 

 

2.4 ICO Price Forecasting System Design 

This ICO price prediction system consists of two components: an algorithm and a dataset. The dataset is 

constructed from multiple websites related to ICO prices. The algorithm employs the Ridge regression method to 

perform on this dataset. The algorithm's output is the price of an ICO after six months of its issuance. 

 
Figure 2. Flowchart of Data Collection Steps 

 

The dataset was constructed from reliable Internet sources of ICO data in the field of cryptocurrency such as 

tokendata.io, icodata.io, and coinmartketcap.com using an API interface programmed in C# (Maria & Omar, 

2020). Then, a data preprocessing step was performed to filter and process invalid or missing data. The .csv file 

format was used for storage. This data preparation step aims to clean and transform raw unformatted data into 

useful data for analysis. Invalid data is defined as data that contains start_date and end_date fields with invalid 

values. The complete dataset consists of 109 ICOs, including 109 rows and 12 columns. 
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Table 1. The Dataset Divided Into 3 Parts 

 
 

To improve the accuracy of the machine learning algorithm's predictions, One Hot encoding is used to 

convert textual fields into binary data. One hot encoding is applied to classify the fields of data. However, this 

technique increases the number of input features. One hot encoding is applied to classify the last four fields, 

including ICO duration day, Date ICO was launched, Month ICO was launched, and the Country an ICO was 

launched from. These fields need to be converted from textual to numerical format. Therefore, the dataset will no 

longer have 12 columns, but up to 128 columns, while the number of rows remains at 109. 

The dataset consists of 109 ICOs, which are divided into 106 ICOs for model training and 3 ICOs for testing 

(testData) and evaluating the proposed algorithm's accuracy. The 106 ICOs are further divided into two smaller 

sets: the cross-validation set with XCross and yCross coordinates and the testHoldout set with XTestHoldout and 

yTestHoldout coordinates. The dataset is split into 80% for the cross-validation set (85 ICOs) and 20% for the 

testHoldout set (21 ICOs). The cross-validation set (85 ICOs) is used to train the Ridge regression algorithm. 

From this cross-validation set, two subsets are extracted: the training set with XTrain and yTrain coordinates and 

the validation set with XVal and yVal coordinates.  

The training set is used to train the Ridge regression model, while the validation set (20% of the cross-

validation set) is used to evaluate the model and avoid overfitting. The best hyperparameters are determined 

based on the validation set's performance, as shown in Table 1. The trained model's accuracy is evaluated using 

the validation set (XVal, yVal) with performance metrics, including RMSE, MAE, and R2, to measure the 

prediction error between the predicted values and the actual values. 

The cross dataset is used to train the algorithm and save the model in .sav file format. The training results 

will generate three models with three RMSE, MAE, and R2 values in the first iteration. The testHoldoutData set 

is used to monitor the accuracy by the iteration to adjust the parameters and find the optimal training model 

based on the performance evaluation metrics of the model. The model performs optimization based on a loop 

with a different sample set selected for each iteration. The result is different RMSE, MAE, and R2 values after 

each iteration. The performance metrics are evaluated and compared with each other after each iteration. The 

optimized model selects the best RMSE, MAE, and R2 values. 

3.  Result and Discussion 

3.1 Data Collection Process 

Based on the input-output relationship, this study analyzes the strong and weak correlation between these factors. 

A scatter plot with correlation coefficients between input and output is presented in Figure 4. Figure 4 describes 

the correlation between corresponding input and output, and between input variables themselves. Strong 

correlations are represented by large correlation coefficients and are bolded for emphasis. As described in Figure 

4, the main diagonal represents the names of the inputs and output. 

a. USD Price: represented in the input variable price_usd. This is the price of a token converted in USD. The 

correlation coefficient is 0.88 between the two variables price_usd and output. This correlation represents a 

strong positive relationship, indicating that if price_usd increases, the price of the ICO output also increases. 

b. Bitcoin Price: represented by the input variable price_btc. This is the price of a token converted in bitcoin. 

The correlation coefficient is 0.88 between the two variables price_btc and output. This correlation is also 

strong between these two variables. 

c. Total Supply: using the variable total_supply, which is the total number of tokens that can be supplied to the 

market. For example, the 0x token supplies the market with one billion tokens. Aeron token supplies the 

market with 20 million tokens. These two variables have almost no correlation with each other because the 

correlation coefficient is -0.05. 

d. Market Capitalization: represented by the input variable market_cap_usd and output is 0.24. This correlation 

value means that the two variables have a weak correlation. 

e. Available Supply: represents the number of tokens currently circulating. Figure 4 shows a correlation value 

of -0.05 between the input variable and the output variable, indicating that they have no correlation with 

each other. 

f. Money Raised: is the total amount of money raised from the time the company issues the token until the end 

of the sale, measured in dollars. The correlation coefficient is 0.24 between the two variables usd_raised and 

output based on Figure 4. The relationship between these two variables is weak. 

g. Ethereum Price at Launch: the price of Ethereum at the time of issuance does not have a significant impact 

on the output. The correlation coefficient is -0.366 between the two variables eth_price_launch and output. 

These two variables have a weak relationship. 
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Figure 4. Analysis Chart of The Correlation Between Input Variables with Output and Between Inputs After 

Correlation Simulation 

The price of Bitcoin at the time of the ICO launch has a minor influence on the output, similar to Ethereum. 

The correlation coefficient between the two variables, btc_price_launch and output, is -0.36565, indicating a 

weak relationship between the two. The month in which the ICO is launched, described by the variable "month," 

has little effect on the output. The correlation coefficient between "month" and "output" is -0.37, indicating a 

weak relationship between the two variables. The variable "day," which describes the specific day of the ICO 

launch, has a small impact on the output, with a correlation coefficient of 0.03 as presented in Figure 4. 

Similarly, the country in which the ICO is launched, described by the variable "country," has a weak correlation 

with the output, with a correlation coefficient of -0.11. 

The duration of the ICO launch, which represents the number of days for ICO issuance, has almost no 

correlation with the market capitalization and available supply variables. The correlation coefficient between the 

two variables is approximately 0.2, indicating that they are nearly independent of each other. The analysis above 

highlights a strong correlation between the two input variables, Price_usd and Price_btc, and the output variable. 

However, it is not possible to build a model that only considers these two variables while ignoring all other input 

variables. Conversely, while the input variables have a weak correlation with the output variable, they still have 

some degree of correlation with each other. In this study, the model considers all 12 input variables for 

predicting ICO prices. 

Based on the correlation analysis depicted in Figure 4, two input variables, market_cap_usd and 

available_supply, are selected as they have a correlation coefficient close to 0 after rounding (correlation 

coefficient of the two variables is 0.00066). This suggests that the two variables are independent of each other. 

Assuming that the regression coefficient of market_cap_usd is X1, and the regression coefficient of 

available_supply is X2, Se(X1) represents the standard error of the regression coefficient of X1, while Se(X2) 

represents the standard error of the regression coefficient of X2. The standard error of regression is a measure 

used to assess the accuracy of the estimated regression coefficients. The results in Table 2 indicate that the 

regression coefficients, standard error of regression, and sum of squares practically remain unchanged. 

Therefore, it is concluded that for independent input variables, the values of regression coefficients, standard 

error of regression, and sum of squares do not change significantly. 

Likewise, Figure 4 describes the correlation between the variables, and two quantitative variables, 

usd_raised and ico_duration, are chosen due to their strong correlation coefficient of approximately 0.77. 

Assuming that the regression coefficient of market_cap_usd is X1, and the regression coefficient of 

available_supply is X2, Se(X1) represents the standard error of the regression coefficient of X1, while Se(X2) 

represents the standard error of the regression coefficient of X2. The regression coefficient significantly changes 

when using two quantitative variables with a strong correlation coefficient as presented in Table 3. 

Table 2. Correlation of Variables market_cap_usd and available_supply 

 
 

Table 3. Correlation Analysis of Variables ico_duration and usd_raised 
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In contrast to two variables that are almost independent, when two variables have a high correlation and are 

included in the model, the returned regression coefficient is significantly different from when using a univariate 

regression model. Specifically, the regression coefficient of usd_raised and ico_duration decreased when 

included in the model. The regression coefficient is influenced by the values of the independent variables. The 

linear regression equation is a function of the model's variables and the regression coefficients. If the values of 

the model's variables are large, the regression coefficient will be small to achieve a suitable result for the 

variables and other regression coefficients. Based on the analysis of the regression coefficients and the standard 

errors of the regression coefficients, the data in the regression model may have multicollinearity. To overcome 

this issue, the study proposes using a Ridge regression model that can handle multicollinearity. 

The change in the standard error of the regression coefficient can affect its accuracy. For example, when 

using a univariate regression model with only the variable usd_raised, the standard error is 1.0e-9. However, 

when included in the multiple regression model, it increases to 1.6e-09. Similarly, the standard error of the 

parameter ico_duration also increases, from 7.7e-3 to 1.2e-02. This phenomenon is called multicollinearity. 

Based on the two-error metrics for training and testing, we conclude that overfitting is present, causing the 

prediction model to become biased. Table 4 shows that the training error at this point is 0.0027, indicating that 

the prediction model performs very well on the training set. This result is achieved by fitting the dataset to a 

linear regression model with coefficients that minimize the difference between the actual and predicted values. 

This error metric demonstrates excellent prediction performance on the training set. However, the predicted 

values do not match the true values on the testing set. The predicted values have changed considerably compared 

to the true values. Based on the results in Table 4 for training and testing errors, we conclude that overfitting is 

present. To avoid this overfitting, adding a regularization term to the loss function will solve this problem. 

 

3.2 Simulation results 

To evaluate the accuracy of the algorithmic model, performance metrics are utilized, including the Root Mean 

Square Error (RMSE) as presented in equation (5), R^2 as presented in equation (6), and Mean Absolute Error 

(MAE) as presented in equation (7) (Jigar, Sahil, Priyank, & Kotecha, 2015). In this context, ȳ is defined as the 

predicted value of y, and y is defined as the actual value, while ȳ is considered as the mean value. 

 

 

 
Figure 5. Evaluation of comparison results between yTestHoldout & yPredHoldout values using Ridge 

regression model (a) RMSE = 0.75 (b) Rsquared = 0.71 (c) MAE = 0.56 
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In this study, which discusses the occurrence of bullying in the YouTube streamer column using the Naïve 

Bayes method with Gain Ratio weighting has tested 3 times. From these tests, using the Naïve Bayes method 

obtained an accuracy result of 80%, then the Naïve Bayes method with Gain Ratio weighting obtained a result of 

84%, there was an increase in accuracy of 4%. With this research that Gain Ratio weighting is an effective 

method to be able to optimize accuracy results with a combination of the Naïve Bayes method. 

A random dataset was used to train three best-performing models. One model achieved the best performance 

in terms of the RMSE evaluation metric, another model achieved the best performance in terms of the R2 

evaluation metric, and the third model achieved the best performance in terms of the MAE evaluation metric. To 

evaluate the Ridge regression algorithm, the training process was executed with 10,000 iterations to generate the 

model. The evaluation of the training results returned by each model was performed according to the RMSE, R2, 

and MAE evaluation metrics. 

After the training process, the XTestHoldout data was fed into each of the best-trained models to perform 

the testing step. The result of the testing process returned the predicted data yPredHoldout. Then, it was 

combined with the yTestHoldout data to calculate the performance metrics of the model. Figures 5 and 6 (a), (b), 

(c) respectively show the evaluation results of the three best-performing Ridge regression and ANN models. 

 

Table 5. Evaluation of three ICO coins in the unseen dataset to predict price prediction accuracy using Ridge 

and ANN regression models 

 
Table 4 presents the prediction results on the test set (testData) consisting of three ICOs selected from the 

dataset of 109 ICOs. This dataset was collected as the ICO price after 6 months of release, which was used in the 

application of two forecasting methods. Based on this dataset, a subset of 85 ICOs after 6 months was used as a 

training set to find the best model. The evaluation set consisted of 21 ICOs selected from this dataset. Three 

randomly selected ICOs that were issued at a price after 6 months were used as the test set to evaluate the 

accuracy of the forecasting methods. If the forecasted results have an accuracy close to the price after 6 months 

of release, it means that the predicted ICO has high accuracy.  

From this, investors can predict which ICO to invest in for profit, meeting their expectations. The test set 

was used to evaluate the performance of the three best models using three performance metrics: RMSE, R2, and 

MAE. All three algorithmic models yielded relatively accurate results. The simulation results using the Python 

programming language show that the Ridge regression algorithm with the R2 performance metric optimized the 

forecasted results with an accuracy of up to 92% of the true value of the ICO for the case of the 0x ICO in the 

test set. 

In the case of applying the Artificial Neural Network (ANN) algorithm, simulation results show that the 

model with the optimal MAE achieves the most accurate prediction up to 98% of the true value of Crypto20 

ICO. The ANN algorithm produces higher accuracy in predictions than Ridge regression, but requires longer 

training time. Comparing these two forecasting methods is useful information for investors to choose the 

appropriate prediction method between the Ridge regression model and the ANN algorithm. When investors 

need to consider choosing a method for predicting ICO prices, they need to consider the hardware resources 

available to choose the appropriate prediction method. Ridge regression predicts with an accuracy of 63% to 

92%, which is lower than the ANN algorithm model with an accuracy ranges from 52% to 98%. However, the 

Ridge regression model is simpler and requires less hardware resources for training compared to the ANN 

algorithm model. 

4.  Conclusion 

Investors expect a return on investment when investing in ICOs. However, the price of ICOs depends on many 

unique factors as they are often invested in before being released. Therefore, managing risks and analyzing them 

is essential for successful ICO investments. Analyzing ICO prices with correlation analysis of twelve factors that 

impact ICO prices shows that the price_usd and price_btc factors have a high correlation with the output, while 

the remaining variables have weaker correlations. However, among the input factors, they are correlated with 

each other, so it is necessary to consider all these input factors as the main factors that affect ICO prices. Using 

these twelve factors as a basis for evaluating and comparing two forecasting methods, it is clear that these factors 

play an important role in predictive analysis. 

Analyzing the correlation between the factors that affect ICO prices leads to the conclusion of 

multicollinearity phenomenon in the linear regression model. This phenomenon leads to bias in the results of the 
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regression model. Overfitting when using the multiple regression model requires regularization techniques, 

which help to reduce overfitting by adding a regularization term to the regression model's loss function. The 

Ridge regression algorithm is a nonlinear regression method that can overcome the challenges of the current data 

problem that multiple regression cannot solve. Ridge regression uses the lambda coefficient to adjust the 

regression coefficient. 

The dataset of 109 ICOs was collected and preprocessed as the dataset for two prediction models. Of these, 

85 ICOs were used for training and evaluation, 21 ICOs were randomly selected to estimate the model's 

performance, and three ICOs were randomly selected for testing. After the training process, the best RMSE, R-

square, and MAE criteria were used to find the optimal prediction model. The simulation results show that the 

accuracy of predicting ICO prices after six months was 92% of the actual value using the Ridge regression 

model with the test dataset in the case of the 0x ICO. The simulation results of using the ANN algorithm for 

prediction showed that the accuracy of the prediction reached 98% of the actual value with the test dataset in the 

case of the 0x ICO. 

Therefore, comparing the two forecasting methods is useful information for investors to choose the 

appropriate forecasting method between the Ridge regression model and the ANN algorithm. When investors 

consider choosing the ICO price forecasting method, they need to consider the hardware resources they have to 

choose the appropriate forecasting method. Although the ANN algorithm has higher accuracy, it requires longer 

training time than the Ridge regression model, which is simpler and requires less hardware resources to train. 
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