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Abstract  

The level of data accuracy in everyday life is necessary because it is reflected in the ever-advancing development of 

information technology. Analysis of data processing in information that can provide knowledge with the help of data mining 

systems. Algorithms commonly used for prediction are Naive Bayes and Decision Trees. The purpose of this study is to 

compare the Nave-Bayes algorithm and the decision tree algorithm in terms of the accuracy of predicting the productivity of 

the Weckerle machine at PT XYZ. The method used is a literature study from various related sources and understanding of 

the data in the source related to the subject of the classification method of the Naive Bayes algorithm and the decision tree 

into the data mining system. The results of this study are a classification using the Nave-Bayes algorithm with a higher level 

of confidence than the decision tree algorithm.  
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1. Introduction 

The level of data accuracy is needed in everyday life as it keeps driving the development of information 

technology. According to [1], when determining any decision under certain conditions, the information must be 

taken into account, therefore the availability of information has become a medium to analyze and summarize 

knowledge from data, which is useful for decision-making. However, knowledge from data about information is 

not enough to make decisions. Data analysis is also required to generate a consideration from the information 

provided. The analysis of data management in information that can provide knowledge is carried out using a data 

mining system [2].  

One problem can be predicted from the trend in terms of rules or estimates into the future using data mining. 

There are various real-life applications of steps and techniques in data mining, one of which is the classification 

technique. According to [3], this classification is a basic form of data analysis, while according to [4] the 

classification is a technique for group membership according to existing data. Previously, there have been many 

studies on predicting closure using classification methods, one of which is the Nave Bayes algorithm and the 

decision tree algorithm. According to [3], the Nave-Bayes algorithm itself is currently popular because the 

accuracy rate of these two algorithms is high. Therefore, this study aims to compare the accuracy of the Nave-

Bayes algorithm and the decision tree algorithm in terms of the accuracy of predicting the productivity of the 

Weckerle machine at PT XYZ. 

The research the author will be conducting at this point is a comparison of Nave Bayes and decision tree 

methods in data mining classification to predict the productivity of the Weckerle machine at PT XYZ. 

2. Method 

In this study, there are guidelines to help the research achieve maximum results and avoid falling short of the 

research goals. The research steps are as follows: 

a. Problem Identification. This stage carries out an explanation of the research problem by explaining the 

important points of the problem and then the author gets a foundation for describing the research problem. 

b. Literature Review. The research was conducted in literature from various related references and 

understanding the data in the references related to the topic of the Naïve Bayes and Decision Tree algorithm 

classification methods into a data mining system. There was also an assessment of theories related to 

research topics that have been carried out in existing research as well as the development of various current 

theories and references. 

c. Analysis. At this stage, the process of studying, describing and solving a problem and research objectives is 

carried out. 

d. Paper Implementation. At this stage, the application of the analysis results into a paper or journal is carried 

out. 
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3.  Result and Discussion 

In this research, we analyze by comparing two methods namely decision tree algorithm and Nave Bayes 

algorithm method in a data mining system. Here we compare the two methods using data from two sources 

addressing the issue of predicting the productivity of the Weckerle machine at PT XYZ. The first source of 

Weckerle machine productivity data below uses the Decision Tree algorithm computation. The process of 

processing this data using the decision tree method works to build a decision tree.  

There are several processes, namely: 

a. Calculating the results of data summation, this data summation is based on the number of result 

attributes by fulfilling the predetermined conditions. 

b. Determine the attribute and use it for Node. Node is one of the attributes with the highest gain value 

from other attributes. 

c. Create branching for each member of the Node. 

d. Check if any member of the Node has a zero value, but if the result has a zero value, then determine 

which one is appropriate to become a leaf of the decision tree. Continue until the entire entropy value of 

the members of the Node has a value of zero so that the process stops. 

e. If there is more than zero entropy value coming from one member of the Node, then repeat the previous 

process from the beginning until all Nodes have zero value. 

 

Table 1. Data Sample 

Finish Goods Down Time Reject Output  Productive 

High Available Many Many Yes 

Medium Available Many Many Yes 

Medium No Available Many Many Yes 

Low Available Many Many Not Productive 

Low Available Many Little Not Productive 

High Available Many Many Yes 

High No Available Little Little Not Productive 

High No Available Many Many Yes 

Medium Available Little Many Yes 

Low Available Many Many Not Productive 

Low Available Many Many Not Productive 

Low No Available Many Little Not Productive 

Medium No Available Little Little Not Productive 

Medium No Available Little Many Productive 

High No Available Many Many Productive 

High Available Many Little Not Productive 

Low No Available Many Little Not Productive 

High Available Many Many Productive 

Medium Available Many Many Productive 

High Available Many Many Productive 

High Available Many Many Productive 

Low No Available Many Little Not Productive 

Medium Available Many Many Productive 

High Available Many Little Not Productive 

Medium No Available Little Little Not Productive 

Low No Available Little Many Not Productive 

High Available Many Many Productive 

High Available Little Many Productive 

High Available Many Many Productive 

Medium Available Little Many Productive 

Medium Available Little Many Productive 

Medium No Available Many Many Productive 

High Available Many Many Productive 

Low Available Little Little Not Productive 

High Available Many Many Productive 
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After getting sample data, go through the process of calculating data amount, entropy, and gain. The results are 

in the following table: 

 

Table 2. Calculation Of the Amount of Data, Entropy, and Gain 
Node     Sum Productive No Productive Entropy Gain 

1 Total   35 21 14 0,97095   

  
Finish 

Goods 
          0,446569331 

    High 15 12 3 0,72193   

    Medium 11 9 2 0,68404   

    Low 9 0 9 0,00000   

  
Down 

Time 
          0,052411577 

    Available 23 16 7 0,88654   

    
No 

Available 
12 5 7 0,97987   

  
Reject 

Product 
          0,011891174 

    Many 25 16 9 0,94268   

    Little 10 5 5 1,00000   

  
Output 

Products 
          0,517872341 

    Many 25 21 4 0,63431   

    Little 10 0 10 0,00000   

 

After running through several calculation processes using the decision tree method from the data, one obtains 

the results of the highest gain value, namely the production output. Then the production output is put here in the 

root of the decision tree. And the finished goods production becomes a factor that determines the productivity of 

the weckerle machine. Seen on the following picture: 

 
Figure 1. Decision Tree 

 

Figure 1 explains that there are two types of members, namely many members (productive) and few members 

(unproductive). There are 3 members in Finish Goods, namely low (unproductive), medium (productive), high 

(productive). And why this decision tree only reaches Finish Goods, that's because the value between productive 

and unproductive members has a value of 0, so the decision can be obtained directly. This also shows that rejects 

and downtimes do not affect the productivity of the Weckerle PT XYZ machine. 

The next test concerns sample data using tools in the Excel application, namely Rapidminer tools, starting 

with the connection process between the sample database and the operator and subsequent validation as shown in 

Figure 2 below: 
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Figure 2. Decision Tree Connection in RapidMiner Tools 

 

From the RapidMiner connection process above, the results obtained are the same as from the manual 

calculation process in Figure 2 to obtain the decision tree results as below. This chapter explains the process 

carried out in this study. There are several steps used in this research. 

 
Figure 3. Decision Tree in RapidMiner Tools 

 

The following is a screenshot of the measurement results of the test data against the Apply Decision Tree 

algorithm model in predicting the productivity of the Weckerle machine. It can be seen that the trust is 

productive 1 and unproductive 0 as it follows the decision tree in Figure 4. Downtime and scrap products are 

ignored. 

 
Figure 4. Prediction of Decision Tree Test Data on RapidMiner Tools 

 

In this second case study, the Nave Bayes method is applied, with the data processing still based on the same 

topic. With this method, there is a set application testing process with RapidMiner. With this RapidMiner 

application, it is grouped by the selected attributes, which are the same attributes and data sets as the decision 

tree method. 

 
Figure 5. Naïve Bayes Connection in RapidMiner Tools 
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The following is a screenshot of the measurement results of the test data against the Apply Nave Bayes 

algorithm model in predicting the productivity of the Weckerle machine. It can be seen that the confidence is 

productive 0.816 and unproductive 0.184 because it follows the probability formula in Nave Bayes that it can be 

implemented in numbers unlike the decision tree algorithm which just follows the decision tree and ignores 

attributes that do not go into the calculation. 

 

 
Figure 6. Prediction of Naïve Bayes Test Data in RapidMiner Tools 

4.  Conclusion 

From the results of the explanation in the above description it can be concluded that the use of the Nave-Bayes 

algorithm method evaluates the accuracy of the data to show the confidence of the processed test data applied to 

display decimal numbers. Meanwhile, the decision tree algorithm gets the results of measuring the confidence of 

test data in predicting the productivity of the Weckerle machine, which only shows the number 1 for productive 

and 0 for unproductive. So, this shows that the Nave Bayes algorithm for predicting the deal has a higher 

confidence level of accuracy than the decision tree algorithm. 
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