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Abstract  

Product Claims is requests from consumers for products purchased from suppliers in accordance with agreements agreed by 

both parties. Products that have been claimed from consumers produce historical data sets that can be used as evaluations for  
producers to produce higher quality products. This study aims to process production data and shipment data then classify the 

types of products claimed based on the results of claim report from consumers. Data mining can be extracted information from 

a very large amount of data with specific methods to obtain information or new science. The method used in this study is the 

C4.5 algorithm method using the production code attribute as a claim or non-claim label attribute. This study produced a 
decision tree of 4 variables, there are thick of product, width of product, weight of product, destination of product, and type of 

product claim as label. This decision tree concept collects data which then calculates the value of entropy and gain to determine 

the rule. The conclusion from this study is the C4.5 algorithm helps classify the product claims and form a decision tree that 

can provide information about production results and can ensure with consumers related to product limits that may be claimed 

according to the agreed agreement. Evaluation of the results obtained that the algorithm C4.5 is 99.9% accuracy. 

Keywords: data mining, algorithm C4.5, decision tree, claim product  

1. Introduction 

Steel is the main element that determines the quality of construction or building products. PT. KS is one of the 

steel industries in Banten province. Currently, the steel industry is struggling from imported steel strikes that are 

still difficult to control. That is, PT. KS not only competes with the local industry but also the steel industry abroad. 

With so many steel mill competitors, more and more competitors must be faced by PT. ks. To strengthen this, PT. 

KS must produce good and high quality products as expected by consumers. In the process of buying and selling, 

PT. KS as a producer or supplier for consumers has several agreements regarding product claims. It is possible 

that the results of inspections from Quality Control assesses that the product is good so that it passes the inspection, 

while the goods sent to consumers have defects so that consumers make claims on the product. Claim Product is 

a request from the consumer for a product purchased from a supplier in accordance with an agreement agreed by 

both parties. Products that have been claimed from consumers produce historical data that can be used as useful 

knowledge for producer as a supplier. 

To predict product claims by consumers to producers, a classification method is needed. Where this method 

can classify data classes. Data Mining is one of the business solutions in the field of Information Technology that 

can help analyze the decision making of a lot of data that must be processed. 

Based on the problems in PT. KS, it is necessary to make a decision to determine the product claims and not 

claims of production using the C4.5 Algorithm, because the C4.5 Algorithm can be used to build decision trees or 

decision making. The decision tree is an answer to a system that humans have developed to help find and make 

decisions for these problems and take into account the various factors that are within the scope of the problem. 

With a decision tree, humans can easily identify and see the relationships between the factors that influence a 

problem and can find the best solution by taking into account these factors. [1] 

There are various methods for doing data mining such as Naive Bayes, K-NN (K-Nearest Neigbour) and C4.5. 

Based on research conducted by Riza Alamsyah, Ade Davy Wiranata, and Rafie [2] concluded that a model built 

using the K-Nearest Neighbor method can improve accuracy for detecting defects in ceramic tiles with an accuracy 

value of 98.947% for K=3. Research conducted by Choirul Anam and Harry Budi [3] testing the classification 

model shows that the accuracy rate of the C4.5 algorithm mode is 96.4% with 0s processing time and the accuracy 

of the Naive Bayes algorithm model is 95.11% with 0s processing time. Comparison of accuracy is in line with 
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the results of similar studies in other studies where the accuracy of the C4.5 algorithm model is higher than the 

Naive Bayes algorithm model. 

Previous research conducted by Dian Ardiansyah and Walim [4] has a conclusion that the accuracy of the C4.5 

algorithm in determining 33 students data classification of prospective quiz participants is 81.81%. 

To support research in determining decision making, information on thick of product, width of product, weight 

of product, and destination of product. Then the data is classified and produce a product decision label is claim or 

no claim using the C4.5 Algorithm and testing using WEKA application. 

2. Method 

2.1.Theoritical 

A. Data Mining 

Data mining is the process of discovering interesting patterns and knowledge from large amounts of data. The data 

sources can include databases, data warehouses, the Web, other information repositories, or data that are streamed 

into the system dynamically [20].  

Many uses can be used in processing data mining, which can help get useful information and increase 

knowledge from various data that can be solved by various algorithms in data mining. The definition of data mining 

itself is Data mining is a step in carrying out Knowledge Discovery in Databases (KDD). Knowledge discovery as 

a process consists of data cleaning (data cleaning), data integration (data integration), data selection (data 

selection), data transformation (data transformation), data mining, pattern evaluation (pattern evaluation) and 

presentation of knowledge (knowledge presentation) [15]. 

B. Classification 

Classification method is a method that is included in the most common supervised process that can be used in data 

mining. Business issues such as Churn Analysis, and Risk Management usually involve a Classification method 

to facilitate the resolution of the problem. Classification is the act of giving groups to every situation. Each state 

contains a group of attributes / indicators, one of which is a class attribute. This method requires a model that can 

explain the class attribute as a function of the input attribute. The advantage of the classification method is that the 

dataset used in absolute classification must display the class / target attribute and the knowledge generated by the 

classification method in the form of clusters (can be Decision Tree, Ruleset, Weight on BackPropagation, etc.) 

[11]. 

C. Algorithm C4.5 

C4.5 algorithm is an algorithm used to produce a decision tree developed by Ross qiunlan. The basic idea of this 

algorithm is to make a decision tree based on the selection of attributes that have the highest priority or can be 

called the highest gain value based on the value of the attribute entropy as the axis of the attribute classification. 

At the stage C4.5 algorithm has 2 working principles, namely: Making a decision tree, and making rules (rule 

model). Rules that are formed from the decision tree will form a condition in the form of if then. There are four 

steps in the decision tree making process C4.5 algorithm, namely: 

1. Choose the attribute as the root, based on the highest gain value of the existing attributes. 

2. Make a branch for each value, which means make a branch in accordance with the highest number of 

variable values. 

3. Dividing each case in a branch, based on the calculation of the highest gain value and the calculation 

carried out after the calculation of the highest initial gain value and then the process of calculating the 

highest gain again without including the initial gain variable value. 

4. Repeating the process in each branch so that all cases in the branch have the same class, repeating all the 

processes of calculating the highest gain for each branch of the case until the calculation process can no 

longer be done. 

C4.5 algorithm recursively visits each decision node, choosing the optimal division, until it cannot be 

subdivided. Of the three researchers who have done it, the classification with C4.5 Algorithm is used by researchers 

as a solution for making decisions that are expected to help in making decisions more easily and quickly [12]. 

In the application and use of the C4.5 algorithm, it can be used for make predictions and classifications of the 

wheather dataset having 14 instances and 4 attributes, to make a decision whether or not to play a particular game 

on the basis of the conditions [13]. Besides this algorithm is used to predict motorcycle sales at a PT. The variable 

that has the first priority on the predicate of selling motorcycle sales is the selling variable via, meaning that the 

distribution of motorcycles from various places greatly affects the motorcycle sales [6]. 
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D. Decision Tree 

Decision tree is a structure that can be used to convert data into decision trees that will produce large decision rules 

into smaller record sets by applying a series of decision rules. The decision tree produced by the C4.5 algorithm 

can be used for classification. Decision tree is one of the most popular data mining techniques for knowledge 

discovery. Systematically analyzing and extracting rules for the purpose of classification / prediction [12]. 

Data in decision trees is usually stated in tabular form with attributes and records. Attributes state a parameter 

called criteria for tree formation. The main benefit of using a decision tree is its ability to break down complex 

decision-making processes to be simpler so that decision makers will better interpret the solution of the problem 

(Elmande, 2012). For example to determine playing tennis, the criteria to consider are weather, wind, and 

temperature. One attribute is an attribute that states the solution data per data item called the result attribute [21]. 

In the decision tree there are 3 types of nodes, namely: 

1. Root Node, is the top node, at this node there is no input and can have no output or have more than one 

output. 

2. Internal Node, is a branching node, at this node there is only one input and has a minimum output of two. 

3. Leaf node or terminal node, is the final node, at this node there is only one input and has no output. 

E. WEKA 

WEKA (Waikato Environment for Knowledge Analysis) is a software that has many machine learning algorithms 

for data mining purposes. Weka also has many tools for data processing, ranging from pre-processing, 

classification, regression, clustering, association rules, and visualization. Weka is an open source Java based 

software and we can use it directly or through our Java program. Weka can also be implemented into a python 

program. 

 
Figure 1. WEKA Logo 

2.2 Data Collector Methodology 

A. Processing and Transformation of data  

Not all attributes in the production claim data database can be used in research, attributes such as: coil number, 

Customer ID, Production Order, Customer Name, Sample Test Number, spec raw material, raw material weight, 

and production date are not needed in this study. Processing only requires five attributes, such as: thick of product, 

width of product, weight of product, destination of product, and claim categories as the objective attributes of this 

study, so that the data transformation process will be processed, after the data transformation is done later will be 

processed using the C4.5 algorithm. Samples of data that have been transformed can be seen in table 1 below: 

Table 1. Data Transformasi Product Claim of Steel Production 

No Thick Width Weight Destination Claim 

1 2.1 1219 20640 domestik Yes 

2 12 650 5120 domestik No 

3 2.3 670 5220 blank No 

4 8.36 750 12640 export No 

5 2 775 14440 domestik Yes 

6 11.8 800 12640 blank No 

7 8.36 750 12650 export No 

8 1.8 1200 11000 domestik Yes 

9 2.3 700 12650 domestik No 

10 2.25 1025 12680 domestik No 

... ... ... ... ... ... 

77.393 4.4 1340 25510 export No 
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B. Data Processing 

Data processing starts with finding total entropy of all attributes and then determine the gain the highest. To get 

the gain value in decision tree formation, need to calculate first information value in units of bits of a collection of 

objects. The form of calculation for entropy is as the following: 

 

Entropy(S) = ∑ − 𝑝𝑖  log2 𝑝𝑖
𝑛
𝑖=1  

 

Where: 

S = The Set of cases 

N = number of pastitions 

𝑃𝑖 = proportion of 𝑆𝑖 to S 

 

The value of Entropy (X) indicates that X is random attribute. The entropy value reaches a value minimum 0, 

when all other pj = 0 or are at same class. At the construction of the C4.5 tree, at each tree node is filled by the 

attribute with the gain ratio value highest, with the following formula: 

 

Gain(S)=Entropy(S) - ∑
|𝑆𝑖|

|𝑆|

𝑛

𝑖=1
 × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)  

 

Where: 

S = the set of cases 

n = number of partitions 

|𝑆𝑖 | = number of cases in the partition i 

| S | = number of cases in S 

 

The process of finding total entropy and gain is done by grouping the data correctly, then calculating the data 

and using the entropy and gain search formula for each data attribute. 

3.  Result and Discussion 

Testing of the analysis is very important to determine and ascertain whether the results of the analysis are in 

accordance with the expected decision. To test the truth of the results of data processing done manually, it can use 

one of the WEKA 3.9.0 application software. 

The steps in processing data using WEKA are as follows: 

All variable data and decisions to be processed by WEKA are stored in Microsoft Excel in the .xls format first. 

Then change the data format and Save as type look for the format .csv. Please note that CSV (MS-DOS) for 

Window, CSV (Macintosh) for Apple users and CSV (Comma Delimited) the difference only lies in the comma 

[6]. 

1. Open the WEKA 3.9.0 software, double click on the shortcut or search through My Computer and the 

WEKA display will appear. 

2. There are 4 Application selection buttons namely Explorer, Experiment Knowledge Flow and Simple 

CLI. Select Explorer, then select Open file, find where the sales.csv file is located, select it and click 

Open. 

3. The next step is to select the variables that affect the data to be processed. 

4. Click the Classify menu, in Classifier click Choose, for the C4.5 algorithm select trees and click J48. 

5. Select Use training set then click the Start button. 

a. Classifier output will appear in the right area which is the result of processing from WEKA. The 

output classifier contains the inputted running data which are the attributes that will form the 

decision tree. Information 

b. which is displayed in the form of the number of cases and their decisions and the number of 

branches of the decision tree. 

6. Finally, to see the decision tree formed by WEKA processing is to right-click on the Result list, select 

Visualize tree. 

The process of training data using applications in WEKA is Data Claim production using C4.5 algorithm with 

test options using menu the "Use Training Set". 
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Figure 2. Process data J48 in WEKA 

Here is the visualization of the decision tree produced by WEKA processing: 

 

 

Figure 3. Decision Tree in WEKA 

 

 

 

 

 

 

 

 

 

https://doi.org/10.29207/joseit.v1i1.2233


Anissa Lestari, Saruni Dwiasnati 

Journal of Systems Engineering and Information Technology (JOSEIT) Vol.  1 No. 1 (2022)  1 – 9  

 

DOI: https://doi.org/10.29207/joseit.v1i1.2233 

Journal of Systems Engineering and Information Technology (JOSEIT) Vol..  1  No. 1 (2022)  1 – 9  

6 

 

 

And here is the zoom in of the decision tree: 

 

Figure 4. Detail of  Decision Tree  

In the 5 attributes a decision tree is formed as shown below: 

Number of Leaves :11 

Size of the tree  :20 

 

From the decision tree formed in Figure 3 & 4 above, obtained rules - model rules in determining acceptance 

recommendations sales partner. There are 11 rules that are formed, can be seen as follows: 

1) If  Width > 935 Then no claim. 

2) If  Width < = 935 And Destination blank Then  no claim. 

3) If  Width < = 935 And Destination export Then  no claim. 

4) If  Width < = 935 And Destination domestik And Thick > 2 Then  no claim. 

5) If  Width < = 935 And Destination domestik And Thick < = 2 And  Weight < = 16670 Then  no claim. 

6) If  Width < = 935 And Destination domestik And Thick < = 2 And  Weight > 16670 And Width < = 920 Then  

no claim. 

7) If  Width < = 935 And Destination domestik And Thick < = 2 And  Weight > 16670 And Width > 920 And 

Weight > 16970 And Width < = 931 Then  no claim. 

8) If  Width < = 935 And Destination domestik And Thick < = 2 And  Weight > 16670 And Width > 920 And 

Weight > 16970 And Width > 931 Then  yes claim. 

9) If  Width < = 935 And Destination domestik And Thick < = 2 And  Weight < = 16670 And Width > 931 Then  

yes claim. 

10) If  Width < = 935 And Destination domestik And Thick < = 2 And  Weight < = 16670 And Width < =  931 

And Width > 926 Then  no claim. 

11) If  Width < = 935 And Destination domestik And Thick < = 2 And  Weight < = 16670 And Width < =  931 

And Width < = 926 Then  yes claim. 
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The results of production claim data testing are done shown in the Table below: 

Table 2.  Test result of  Use Training Set in WEKA application 

 Use Training Set 

Summary 

Correctly Classified Instance 77317 99.9018 % 

Incorrectly Classified Instance 76 0.0982 % 

Kappa statistic 0.7884  

Mean absolute error 0.0018  

Root mean squared error 0.0303  

Relative absolute error 36.4422 %  

Root relative squared error 60.4442 %  

Total Number of Instance 77393  

 

The Weka application also has a Confusion Matrix result like the table below: 

Table 3.  The Result of Confusion Matrix 

 No Yes 

Prediction of No claim 77175 23 

Prediction of Yes claim 53 142 

   

Table 4.  The Result of Confusion Matrix 

True Value 

  True False 

Prediction of 

Value 

True TP FP 

False FN TN 

    

Where: 

TP  = True Positive 

TN = True Negative 

FP  = False Positive 

FN  = False Negative 

 

Furthermore, the decision tree algorithm is calculated by calculating Accuracy, Precision and Recall.  

a. Accuracy is the ratio of true predictions (positive and negative) to the overall data. This accuracy answers 

the question "What percentage of consumers are correctly predicted not to claim and claim from the total 

production of steel factory PT.KS?" 

Accuracy ((
𝑇𝑃+TN

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 +𝐹𝑁 
) × 100%) 

 

The accuracy calculation is as follows: 

Accuracy ((
77175+142

77175+142+23+53
) × 100%) = 99,90 % 

So, the results of the Accuracy in calculating the number of products that are not claimed and claimed by 

consumers divided by the total amount of PT.KS production are 99.90%. 

 

b. Precision is the level of accuracy between the requested data and the predictive results given by the model 

or the ratio of positive true predictions compared to the overall positive predicted results. Precission answers 

the question "What percentage of non-claim consumers of all consumers do not actually claim?" 

 

Precision =   ((
𝑇𝑃

𝑇𝑃+𝐹𝑃
) × 100%) 

The calculation of precision is as follows: 

 

https://doi.org/10.29207/joseit.v1i1.2233


Anissa Lestari, Saruni Dwiasnati 

Journal of Systems Engineering and Information Technology (JOSEIT) Vol.  1 No. 1 (2022)  1 – 9  

 

DOI: https://doi.org/10.29207/joseit.v1i1.2233 

Journal of Systems Engineering and Information Technology (JOSEIT) Vol..  1  No. 1 (2022)  1 – 9  

8 

 

 

Precision =   ((
77175

77175+23
) × 100%) = 99,97 % 

So, the Precision results in calculating the yield of products that are not claimed by consumers divided by 

the actual number of non-claimed products is 99.97% 

 

c. Recall is the ratio of true positive predictions to the overall true positive data. Recall answers the question 

"What percentage of consumers who do not claim of the total consumers who are predicted not to claim?" 

Recall  =  ((
𝑇𝑃

𝑇𝑃+𝐹𝑁
) × 100%) 

 

The calculation of recall is as follows: 

 

Recall =  ((
77175

77175+53
) × 100%) = 99,93 % 

So, the recall result calculates the actual product yield that is not claimed by the consumer divided by the 

predicted number of the non-claimed product is 99.93%. 

From the above calculation, it can be concluded that the results of the calculation of accuracy, precision, and 

recall are the same as the results of the calculations shown in table 3. Based on testing and analysis of the results 

of tests performed, with an accuracy rate of 99.90%, precision 99.97%, and recall 99.93% showed a value of 

almost one hundred percent accurate, which is still in the good category and concluded that researchers succeeded 

in implementing the C4.5 classification algorithm so that it can help in making a decision, whether steel products 

that have been sent later will be claimed or not by consumers. 

4.  Conclusion 

C4.5 algorithm test results that have been done, there are some conclusions as well as suggestions related to the 

previous discussion. There are 5 attributes that influence claim prediction modeling, namely thick, width, weight, 

destination, and claim status. The accuracy of prediction modeling is not a claim in this study, namely 99.90%.C4.5 

algorithm with the decision tree method can provide predictive rule information to describe the process related to 

making decision of claim product from Steel Production. 

Algorithm C4.5 with the decision tree method can provide rule information by modeling the claim prediction 

results that consumers who have a width less than 926 mm have a higher claim rate than the steel production of 

PT. KS. 
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