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Abstract  

The classification of scientific papers according to their relevance to Sustainable Development Goals (SDGs) is a critical task 

in identifying the research development status of goals. However, with the growing volume of scientific literature published 

worldwide in multiple languages, manual categorization of these papers has become increasingly complex and time-

consuming. Furthermore, the need for a comprehensive multilingual dataset to train effective models complicates the task, as 

obtaining such datasets for various languages is resource intensive. This study proposes a solution to this problem by 

leveraging transfer learning techniques to automatically classify scientific papers into SDG labels. By fine-tuning pretrained 

multilingual models mBERT on SDG publication datasets in a multilabel approach, we demonstrate that transfer learning can 

significantly improve classification performance, even with limited labelled data, compared to SVM. Our approach enables 

the effective processing of scientific papers in different languages and facilitates the seamless mapping of research to the 

relevance of SDGs, the four pillars of SDGs, and the 17 goals of SDGs. The proposed method addresses the scalability issue 

in SDG classification and lays the groundwork for more efficient systems that can handle the multilingual nature of modern 

scientific publications. 
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1. Introduction  

The United Nations' Sustainable Development Goals 

(SDGs) serve as a comprehensive and universal 

framework designed to address the world's most 

pressing social, economic, and environmental 

challenges by the year 2030. Encompassing 17 

interconnected goals—from ending poverty and hunger 

to ensuring quality education, gender equality, climate 

action, and strong institutions—the SDGs offer a shared 

vision and actionable roadmap for countries, 

organizations, and individuals to work toward a more 

inclusive, equitable, and sustainable future [1]. 

In this context, scientific research plays a vital role in 

supporting and advancing the SDGs by generating 

evidence, informing policy decisions, and fostering 

innovation. However, it has not effectively actualized 

the research findings into practical actions [2]. 

Therefore, systematically monitoring how scientific 

publications align with specific SDGs is crucial [3]. It 

allows policymakers, funding bodies, and researchers to 

assess current progress, uncover underexplored areas, 

and allocate resources more effectively. By identifying 

which goals are receiving substantial research attention 

and which are being overlooked, stakeholders can take 

informed steps to address imbalances and accelerate 

global progress toward sustainable development. 

Scientific papers are a fundamental source of reliable 

evidence that underpin SDG-related research, offering 

insights into technological advancements, policy 

impacts, social dynamics, and environmental trends. 

These publications not only reflect the current state of 

knowledge across various disciplines but also 

contribute to shaping the direction of future initiatives 

aligned with the Sustainable Development Goals 

(SDGs). As such, analyzing and categorizing scientific 

literature based on its relevance to specific SDGs is 

essential for understanding the global research 

landscape and ensuring that scientific efforts are aligned 

https://doi.org/10.29207/resti.v9i3.6560
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with sustainable development priorities. Several studies 

conducted bibliometric analysis to inform and direct 

future initiatives aimed at advancing sustainable 

development [4]-[6]. 

However, the rapidly growing volume of scientific 

literature—spanning diverse fields, institutions, and 

regions—presents a major challenge for effective 

monitoring and analysis. This challenge is further 

compounded by the linguistic diversity of publications, 

as research is increasingly being published in multiple 

languages beyond English. As a result, the manual 

classification of papers into SDG categories becomes 

not only labour-intensive and time-consuming but also 

prone to inconsistencies and scalability issues. These 

limitations highlight the urgent need for automated and 

multilingual approaches that can accurately and 

efficiently process and classify scientific documents in 

support of the SDG agenda. Natural language 

processing (NLP) techniques have been applied to 

automatically process texts from article collections, 

including topic modelling and classification models. 

Leveraging topic modelling, F. Invernici et al. [7] 

uncover how perspectives on the SDGs have evolved in 

scientific abstracts between 2006 and 2023. Specific to 

certain SDGs, F. Illia, et al. [8] support the analysis of 

research topic trends related to SDGs Goal 6 and 

highlight a dominant focus on Target 6.3, which 

pertains to water quality.  

Text classification models were also developed to 

automatically classify articles to SDG labels in 

supervised mechanisms. A. Hajikhani and A. Suominen 

[9] developed a multiclass classification model to 

classify patent documents to the 17 goals of SDGs so 

that each document maps to a particular goal. Since the 

articles could be relevant to several goals, R. C. 

Morales-Hernández et al. [10] categorize the articles to 

the 17 goals of SDGs using a multilabel classification 

approach. Therefore, this study proposes leveraging 

multilabel classification models. 

Research is published in a wide range of languages 

across the globe, reflecting the diverse linguistic and 

cultural contexts in which scientific knowledge is 

produced. While this multilingual nature enriches the 

global research landscape, it also poses significant 

challenges for automated systems that aim to classify 

and analyze scientific content. Most traditional 

classification models are designed and trained primarily 

on English-language datasets, limiting their 

effectiveness when applied to publications in other 

languages. X. Luo [11] and N. Disayiram and R. A. H. 

M. Rupasingha [12] build machine learning models, 

such as Random Forest, Naïve Bayes, and Support 

Vector Machines (SVM), to categorize English texts. 

Leveraging the deep learning model through the 

transfer learning procedures, S. Aum and S. Choe [13] 

fine-tune Bidirectional  Encoder  Representation from  

Transformers (BERT) to an automatic English article 

classification model for systematic review. BERT is 

built to pre-train deep text representations by 

considering context from both directions, and it can be 

quickly adapted for classification tasks by adding a 

single classification layer, eliminating the need to 

develop a model from scratch [14].  

To build robust and inclusive classification systems, it 

is necessary to develop models capable of 

understanding and processing multilingual content. The 

strong performance of the BERT architecture in 

capturing deeper contextual meaning from input texts 

has motivated the creation of BERT models trained on 

various corpora, including multilingual corpora. Devlin 

et al. introduced multilingual BERT (mBERT) [14], a 

pre-trained model developed using Wikipedia texts in 

104 languages, which demonstrated strong performance 

in zero-shot cross-lingual transfer tasks. Various studies 

have utilized mBERT for processing Indonesian tasks, 

including the classification of toxic comments [15], 

hoax news [16], student feedback [17], and aspect-

based sentiment analysis of tourism reviews [18], [19]. 

The multilingual classification models for SDGs 

articles have been proposed by L. Pukelis et al. [20], 

[21], supporting 15 languages, but not including 

Indonesian. 

Most Indonesian research papers are published in 

Indonesian and English. Previous research by B. S. 

Putri et al. [22] highlighted a limitation related to the 

use of mixed-language content—specifically English 

and Indonesian—which affected the performance of 

traditional methods like TF-IDF by treating 

semantically similar words in different languages as 

unrelated. It was therefore suggested that future work 

should explore models using single-language input to 

improve term consistency. Addressing this issue, our 

study employs mBERT's multilingual capabilities to 

handle both languages simultaneously, enabling a more 

robust and semantically accurate classification process. 

The novelty of this research lies in three key 

contributions. First, we leverage a multilingual 

transformer model, mBERT, which enables contextual 

understanding across languages and is particularly 

effective for handling Indonesian and English texts—a 

common characteristic of scientific papers in Indonesia. 

Second, unlike previous studies that often focus on 

monolingual datasets or limited thematic scopes, our 

approach applies mBERT to a diverse corpus of 

multilanguage scientific articles, enhancing the 

generalizability and inclusivity of SDG-related 

classification. Third, we conduct a comprehensive 

comparison between mBERT and a traditional machine 

learning baseline, SVM, to empirically validate the 

advantages of transformer-based models in this context. 

The performance of each model is evaluated to 

determine the most effective classifier, which is 

subsequently used to analyze the relevance of scientific 

papers published in 2024 to the SDGs. These 

contributions collectively demonstrate a significant 

advancement in automated, language-agnostic SDG 

classification of scientific literature. 
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2. Methods 

This study follows the six stages of the Cross-Industry 

Standard Process for Data Mining (CRISP-DM) 

methodology adopted for text mining, as illustrated in 

Figure 1. These stages include business 

understanding,  data understanding, data preparation, 

modeling, evaluation, and deployment [23]. 

 

Figure 1. Life Cycle Phases of CRISP-DM [20] 

2.1 Business Understanding 

The primary focus of the first phase is to understand the 

business objectives of the research. To accomplish this, 

a comprehensive literature review was conducted to 

explore the current landscape and identify the existing 

gaps in tracking and analyzing research contributions 

related to the Sustainable Development Goals (SDGs). 

This review highlighted that traditional methods for 

assessing the alignment of scientific work with the 

SDGs are often manual, time-consuming, and limited in 

scalability—particularly when dealing with 

multilingual publications. Recognizing these 

challenges helps define a clear research direction that 

addresses a real-world need in both academic and 

policy-making contexts. 

Understanding this objective is essential to ensure that 

the resulting model aligns with the intended purpose. 

The literature findings underscore a pressing demand 

for automated and scalable approaches that can process 

and classify scientific documents in multiple languages. 

Such methods are crucial for supporting the global SDG 

agenda by enabling more comprehensive and timely 

insights into how academic research contributes to 

sustainable development. 

2.2 Data Understanding 

Scientific publications related to SDGs are often 

produced in multiple languages. In countries like 

Indonesia, where the primary language is not English, 

research papers are commonly written in both 

Indonesian and English, highlighting the need for 

effective processing of multilingual texts.  

This phase begins with understanding the 

characteristics of the dataset previously compiled by 

B.S. Putri et al. [22]. Data was obtained using the 

Publish or Perish application from the Semantic Scholar 

database, based on keywords derived from the SDGs 

indicator which refers to the Publication of Bappenas in 

2020 with the title SDGs Indicator Metadata. The 

Publish or Perish application and the semantic scholar 

database were chosen because they include title and 

abstract information and include research languages 

(English and Indonesian). The SDGs indicator is taken 

from a word or phrase that represents the indicator as a 

keyword used in data collection. Examples of the three 

keywords used to collect data are shown in Table 1.  

Table 1. Examples of The Three Keywords Used to Collect Data 

Indicator 

Code 

SDGs 

Indicators 

Keywords Research Title 

1.1.1 Extreme 

Poverty 

Rates 

extreme 

poverty 

Decision Support 

System Determines 

BLT Recipients with 

Extreme Poverty 

Using the Weight 

Product Method in 

Klambir V Kebun 

Village 

7.1.1 Electrificatio

n Ratio 

electrificati

on 

Web-Based 

Electrification Ratio 

Monitoring System at 

PT PLN (Persero) in 

the South Sulawesi 

Region 

13.2.2 Total 

greenhouse 

gas 

emissions 

per year 

greenhouse 

gas 

emission 

Inventory of 

Greenhouse Gas 

Emissions Based on 

Land Use in Bogor 

City 

The non-SDGs paper were collected using keywords 

that have the possibility of being related to non-SDGs, 

such as formulas, pure mathematics, and others. After 

collection, the dataset was manually labelled and 

filtered, resulting in a composition of 66,5% SDGs-

related articles and 33,5% non-SDGs articles. A 

summary of the dataset characteristics is presented in 

Table 2. Three annotators labelled the dataset using 

SDGs indicator labels because it directly represented 

the relevance of the SDGs, 4 pillars and 17 goals of 

SDGs. The reliability of labels is measured using 

Krippendorff's alpha, a coefficient for measuring the 

consistency of scoring among two or more annotators 

against the same unit of analysis. The alpha values of 

the 4 pillars of SDGs and the 17 goals of SDGs are 

0.869 and 0.815, respectively. It proves that the data 

quality is relatively good. 

Table 2. Summary of Dataset Characteristics (n=8.090) 

Category Subcategory Count Percentage 

(%) 

SDGs Classification SDGs-related 5.379 66,5 

 Non-SDGs 2.711 33,5 

Title Language Indonesian 4.576 56,6 

 English 3.514 43,4 

Abstract Language Indonesian 3.274 40,5 

 English 4.816 59,5 
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Figure 2. mBERT Architectures for multilabel SDGs 

In this study, the target labels of classification are the 

relevance to SDGs (Yes/No), the 4 pillars of SDGs 

(social, economic, environmental, and law and 

governance), and the 17 goals of SDGs. The four pillars 

of the SDGs, defined by the National Development 

Planning Agency (Bappenas), summarize the key 

dimensions of the SDG framework and correspond to 

specific goals. The social pillar aligns with Goals 1 

through 5; the economic pillar covers Goals 7, 8, 9, 10, 

and 17; the environmental pillar is linked to Goals 6 and 

11 through 15; while the law and governance pillar 

corresponds to Goal 16 [24]. 

2.3. Data Preparation 

In the data preparation phase, this study used a dataset 

compiled by B.S. Putri et al. [22] and subsequently split 

it into 80% of training, 10% of validation, and 10% of 

testing set. This division supported the fine-tuning of a 

pre-trained multilingual language model and ensured 

reliable performance evaluation.  

The text preprocessing was applied, including case-

folding, stopwords elimination, stemming, and 

tokenization. In case-folding process, all letters convert 

to the lowercase using the Pandas library. The stopword 

elimination process uses the Spacy library, while the 

stemming process to remove word suffixes and 

tokenization to separate text data into words uses the 

NLTK library.   

Given the multilingual nature of the texts, all 

preprocessing steps were designed to maintain 

consistency across both Indonesian and English 

content. Cleaning procedures were applied by removing 

punctuation marks and other unnecessary characters 

from the texts. A pre-trained tokenizer was used to 

convert each input text into sub-word tokens, 

effectively addressing out-of-vocabulary issues. 

Following the standard input format of transformer-

based models, a [CLS] token was added at the 

beginning of each sequence, followed by the 

concatenation of article's title and abstract, then [SEP] 

token to mark the end of the input [9]. These segments 

were then combined and converted into token IDs based 

on the model’s vocabulary. For a machine learning 

model using the word vector constructed from the B.S. 

Putri et al. [22] dataset, all characters were converted to 

lowercase through case folding to reduce the vector 

dimension. The target labels in this study were defined 

for three classification objectives. The first was a 

classification task to identify whether a publication is 

relevant to the SDGs (Yes/No). The second was a 

multilabel classification task that assigned one or more 

of the 4 pillar SDGs to each SDGs-related article. The 

third was a multilabel classification task that assigned 

one or more of the 17 SDG goals to the article. 

 2.4 Modelling 

In this phase, a transfer learning approach was applied 

using Multilingual Bidirectional Encoder 

Representations from Transformers (mBERT). This 

transformer-based language model was pre-trained on 

large-scale multilingual corpora [14]. mBERT supports 

over 100 languages, including Indonesian and English, 

which are prevalent in the dataset used in this study. 

mBERT has demonstrated strong cross-lingual 

capabilities, making it suitable for tasks involving 

multiple languages [25]-[27].  

In this study, mBERT was employed to classify 

scientific publications to the SDGs in a multilabel 

approach. The architecture of the mBERT model is 

shown in Figure 2. As shown in the figure, the input 

tokens started with a special token CLS and ended with 

a special token SEP.  Token t1 to tm refers to title tokens 

with a length of m, and abs1 to absn refers to abstract 

tokens with a length of n. The input tokens are fed to 

the Transformer layer and yield the hidden states. The 

final hidden representation of the [CLS] token is fed to 

the multilabel classification layer and results in the 

sequences of 0 and 1 representing the labels. The first 
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sequence is the relevance label of the article to SDGs. 

The second to fifth sequences are the 4 pillars of SDGs. 

The remaining sequences are the 17 goals of SDGs. As 

a baseline model, SVM using a one-vs-rest mechanism 

was developed for multilabel classification with the 

same sequence output labels. 

2.5 Evaluation 

In the evaluation phase, this study assessed the model’s 

classification performance using standard classification 

metrics including accuracy, average precision which is 

calculated from recall and precision, and F1 score.  

The evaluation metrics for accuracy, recall (R), 

precision (P), average precision, and F1 score are listed 

in Equation1 1 - 5. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
                (1) 

𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                   (2) 

𝑃 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                         (3) 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  ∑𝑛 (𝑅𝑛 − 𝑅𝑛−1)𝑃𝑛         (4) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥 𝑃 𝑥 𝑅

𝑃 + 𝑅
                               (5) 

where TP, TN, FP, and FN denote true positives, true 

negatives, false positives, and false negatives, 

respectively. 𝑃𝑛 and 𝑅𝑛 are the precision and recall at 

the n-th threshold. In this study, we calculate the 

weighted-averaged F1 score, which is calculated by 

taking the average of all per-class F1 scores, with the 

contribution of each class weighted according to its 

support. 

2.6 Deployment 

At the deployment stage, a prototype inference process 

was conducted to simulate classification on unseen 

paper. A full deployment (e.g., integration into a live 

system or end-user tool) was not implemented. The 

unseen paper was collected from Garba Rujukan Digital 

(GARUDA) with the keyword "Sustainable 

Development Goals" released in 2024. GARUDA is a 

scientific reference discovery platform in Indonesia that 

provides access to scholarly works created by 

Indonesian researchers and academics. GARUDA's 

coverage consists of domestic e-journals, conferences, 

and research reports [28]. Using a classification model, 

the data of the scientific papers are categorized into the 

categories of relevance of SDGs (SDGs-NonSDGS), 

relevance of the 4 pillars of the SDGs, and relevance of 

17 SDGs goals.  

The results of the classification were visualized through 

a series of informative charts to provide insights into the 

relevance and distribution of scientific papers related to 

the Sustainable Development Goals (SDGs). First, a pie 

chart illustrates the overall proportion of papers 

classified as SDG-relevant versus non-SDG-relevant, 

providing a high-level view of the alignment of research 

with sustainability themes. Second, a bar diagram 

displays the distribution of SDG-related scientific 

papers by language, highlighting the multilingual nature 

of the dataset and the role of both Indonesian and 

English publications in contributing to the SDG agenda. 

Lastly, another bar chart presents the distribution of 

papers according to their relevance to the four pillars of 

the SDGs as well as their association with the specific 

17 SDG goals. These visualizations collectively offer a 

comprehensive understanding of the scope and focus 

areas of the analyzed research corpus. 

3. Results and Discussions 

This section presents the outcomes of the study, 

including the performance evaluation of the proposed 

classification models, analysis of the prediction results, 

and interpretation of the findings in relation to existing 

research. The performance of the baseline SVM and 

fine-tuned multilingual BERT (mBERT) model was 

compared using key metrics such as accuracy, average 

precision, and F1. The classification outputs were 

further analyzed to explore the distribution of scientific 

papers across SDG-related and non-SDG categories, 

language usage, and alignment with the four SDG 

pillars and the 17 goals. This discussion highlights the 

advantages of the multilingual multilabel approach, 

examines the implications of the results, and reflects on 

the contributions and limitations of the study within the 

broader context of SDG-related research monitoring. 

3.1 Experimental Results 

The mBERT model was fine-tuned to the SDGs 

classification task, resulting in the relevance to SDGs, 

the 4 pillars of SDGs, and the 17 goals of SDGs using a 

maximum of 10 epochs, batch size of 4, Adam 

optimizer, and learning rate of 1 × 10−5. The accuracy 

of the fine-tuned model in the fine-tuning process is 

shown in Figure 3. 

 

Figure 3. Accuracy of Fine-tuned mBERT-base-cased for Each 

Epoch in Train and Validation Sets 

Based on Figure 3, the best accuracy was achieved in 

the ninth epoch. Therefore, the final model used for the 

next phase is the model at the ninth epoch. The 

experimental result of our proposed model compared to 
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SVM (linear kernel and regularization parameter C=1) 

as a baseline is shown in Tables 3, 4, and 5. 

Table 3. Evaluation Results of Classification Model to SDGs 

Relevance on Testing Data. 

Model Acc Avg Prec F1 

SVM 0.8504 0.9202 0.8568 

Fine-tuned mBERT-

base-cased  

0.8628 0.8865 0.8639 

Table 3 shows the results of the classification model to 

SDGs relevance. The SVM model, while achieving a 

respectable accuracy of 0.8504 and F1-score of 0.8568, 

was slightly outperformed by the fine-tuned mBERT 

model with accuracy of 0.8628 and F1-score of 0.8639. 

Although the average precision of mBERT (0.8865) 

was slightly lower than that of SVM, the improvement 

in F1-score suggests that mBERT provided more 

consistent predictions. 

Table 4. Evaluation Results of Classification Model to 4 Pillars of  

Model Acc Avg Prec F1 

SVM 0.6022 0.6300 0.7641 

Fine-tuned mBERT-

base-cased  

0.6989 0.6925 0.8030 

Table 4 shows the results of the classification model for 

the 4 pillars of SDGs. The fine-tuned mBERT model 

achieved a notable improvement across all major 

evaluation metrics: an accuracy of 0.6989, an average 

precision of 0.6925, and an F1-score of 0.8030. In 

contrast, the SVM model recorded significantly lower 

scores, with an accuracy of 0.6022, an average precision 

of 0.6300, and an F1-score of 0.7641. 

These results emphasize the effectiveness of leveraging 

pre-trained multilingual models mBERT for multilabel 

classification in complex and multilingual domains 

such as SDG research mapping. The substantial gain in 

accuracy (+9.7%) and F1-score (+3.9%) highlights 

mBERT’s superior ability to capture contextual 

relationships and semantic nuances in scientific texts 

across different languages. While the average precision 

also improved, the relatively modest gain suggests that 

while mBERT is better at achieving a balance between 

precision and recall, there may still be room to enhance 

precision further through hyperparameter tuning or by 

incorporating more domain-specific training data. 

Table 5. Evaluation Results of Classification Model to 17 Goals of 

SDGs on Testing Data. 

Model Acc Avg Prec F1 

SVM 0.4461 0.4864 0.6552 

Fine-tuned mBERT-

base-cased  

0.5948 0.5524 0.7230 

Table 5 shows the results of the multilabel classification 

model for the 17 goals of SDGs. The SVM model 

achieved an accuracy of 0.4461, an average precision of 

0.4864, and an F1-score of 0.6552. In contrast, the fine-

tuned mBERT-base-cased model yielded substantially 

better results, with an accuracy of 0.5948, an average 

precision of 0.5524, and an F1-score of 0.7230. These 

results demonstrate a considerable performance gain 

across all metrics, particularly in accuracy (+14.9%) 

and F1-score (+6.8%), suggesting that mBERT is more 

effective in classifying more label sequences in the 

multilabel approach. This performance improvement is 

largely attributed to mBERT’s ability to generate deep 

contextual representations and capture semantic 

relationships across different languages, which is 

essential for handling multilingual scientific texts. 

Unlike traditional models like SVM that rely on sparse, 

surface-level features such as TF-IDF, mBERT 

leverages pre-trained language understanding to 

disambiguate meaning, manage language variability, 

and maintain consistent word representations—even 

when dealing with mixed-language content. 

3.2 Prediction Result Analysis 

Data on scientific papers in 2024 has been collected as 

many as 392. Data is collected through the GARUDA 

website. The SDG labels of the article are predicted 

using the fine-tuned mBERT as our best model. 

 

Figure 4. Distribution of SDGs and non-SDG on scientific papers 

Figure 4 explains the distribution of scientific articles 

on SDGs and non-SDGs. The percentages are 92.86% 

and 7.14% for SDG and non-SDG, respectively. These 

results show that the majority of research in Indonesia 

by 2024 has already contributed to the progress of the 

SDGs. 

Based on the title and abstract, the language of the paper 

consists of Indonesian and English. The distribution of 

data by language is presented in Figure 5. Indonesian 

dominated data based on titles, as many as 198 data, 

while English dominated data based on abstracts, as 

many as 293 data. It shows that scientific papers in 

GARUDA still maintain Indonesian as an identity in the 

title section. However, it adopts English in the abstract 

to expand accessibility at the international level. 

Based on the prediction results, the distribution of 

scientific papers data for the four pillars of the SDGs is 

visualized in Figure 6. The economics category has the 

highest number of papers, with 213 studies. The law and 

governance category has the least number of papers, as 

many as 7 studies. This number shows that research in 

Indonesia in 2024 tends to discuss economics. On the 

other hand, the topic of law and governance can be a 

topic of proposal for Indonesian researchers in 

conducting research.   
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(a) 

 

(b) 
Figure 5. Distribution of research publications  by language  and 

metadata, (a) title and (b) abstract 

 

Figure 6. Distribution of SDG research publications based on 4 

pillars of the SDGs 

The distribution of scientific papers to the 17 goals of 

SDGs is visualized in Figure 7.  Goal 8 had the most 

number of papers, with 110 studies, followed by goal 

12, with 75 studies. Goal 8 discusses decent work and 

economic growth, while goal 12 discusses responsible 

consumption and production. The categories with the 

least number of publications are goals 16 and 17. Goal 

16 discusses peace, justice, and resilient institutions, 

while goal 17 discusses partnerships to achieve goals. 

From these results, the topics in goals 16 and 17 can be 

some of the proposed topics for Indonesian researchers 

in conducting research. 
 

 

 

Figure 7. Distribution of SDGs scientific papers based on SDGs 

objectives 

 

Figure 8. Examples of scientific papers categorized into Goal 8 

SDGs 

Figure 8 shows two examples of scientific papers 

categorized into the Goal 8 of SDGs. This is in 

accordance with the words contained in the title and 

abstract of the scientific papers exemplified. In paper 1, 

the words "employment", "economic growth", 

"employment opportunities", and "economic growth" 

are clearly stated in the title and abstract which explains 

why the paper is categorized into the goals of the 8 

SDGs. In addition, the words "decent work", "economic 

growth", "unemployment", "decent work", and 

"economic growth" are also the reasons for the second 

paper to be categorized into the goals of the 8 SDGs. 

The existence of two languages listed in both papers 

also shows that the model accommodates both 

languages well, namely Indonesian and English. 

3.3 Discussions 

The results of this study underscore the effectiveness of 

leveraging transfer learning, particularly through fine-

tuning the multilingual BERT (mBERT) model, for the 

task of classifying scientific publications according to 

their relevance to the Sustainable Development Goals 

(SDGs). Compared to the traditional Support Vector 

Machine (SVM) baseline, the mBERT-based model 

demonstrated superior performance, especially in 
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scenarios with limited labeled data—highlighting one 

of the key strengths of pre-trained language models in 

low-resource settings. 

A major advantage of using mBERT is its ability to 

process and understand texts across multiple languages 

without requiring separate models or extensive 

retraining for each language. This feature directly 

addresses the multilingual challenge posed by the 

global and diverse nature of scientific research. The 

model’s strong performance suggests that multilingual 

transformer-based architectures hold significant 

potential in building scalable, inclusive classification 

systems that can track research contributions toward the 

SDG agenda more effectively. 

Moreover, the results validate the viability of automated 

SDG classification systems in supporting policy-

making, research funding decisions, and global 

monitoring efforts. As the demand for evidence-based 

decision-making grows, such systems can provide 

timely and consistent insights into how scientific 

research aligns with global development priorities.  

However, some limitations remain. While mBERT 

showed improved performance, the quality and balance 

of the training data still play a crucial role in model 

outcomes. The absence of comprehensive, high-quality 

multilingual SDG-labeled datasets continues to be a 

bottleneck. Future research could focus on creating 

more robust multilingual corpora and exploring other 

models, including the implementation of LLMs as 

studied by T. Fankhauser and S. Clematide [29] and an 

LLM-augmented knowledge graph as proposed by W. 

Benjira, et al. [30]. 

While this study utilizes the same dataset as the prior 

work by B. S. Putri et al. [22], a direct comparison of 

performance metrics is not presented due to 

fundamental differences in model design and 

classification objectives. The previous study 

implemented a multi-level classification approach, 

where separate models were trained to predict SDG 

labels at different levels or stages, effectively treating 

the task as a hierarchical classification problem. In 

contrast, our approach employs a unified multilabel 

classification framework, allowing simultaneous 

prediction of multiple SDGs in a single inference 

process. This difference significantly impacts how the 

models are trained, how label dependencies are 

handled, and how performance is measured. Therefore, 

a direct side-by-side comparison could be misleading. 

Instead, this study focuses on demonstrating the 

advantages of the multilabel approach in terms of 

scalability, efficiency, and the ability to capture 

overlapping SDG relevance in multilingual scientific 

articles. 

In the context of the CRISP-DM framework, the 

deployment stage typically involves delivering the 

model into a production environment where it can be 

used by end users or integrated into operational 

systems. However, in this study, the deployment phase 

was limited to a prototype inference simulation rather 

than full-scale implementation. This limitation was 

primarily due to constraints in infrastructure, time, and 

access to institutional platforms where such a system 

could be integrated. As a result, while the model's 

performance was validated on unseen data in a 

controlled setting, automated classification in a live 

environment remains future work. 

4. Conclusions 

This study presents a multilingual, transformer-based 

approach for classifying scientific publications 

according to their relevance to the Sustainable 

Development Goals (SDGs) and relation to four pillars 

of SDGs and the 17 goals. By fine-tuning the pretrained 

mBERT-base-cased model on SDG-labeled data, we 

demonstrate its superiority over a traditional Support 

Vector Machine (SVM) model, particularly in handling 

multilingual texts and achieving more reliable 

multilabel classification outcomes. These findings 

highlight mBERT’s ability to understand and generalize 

across diverse linguistic contexts, making it a scalable 

and effective solution for global research monitoring 

aligned with the SDG framework. 
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