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Abstract 

Medical image analysis is essential for detecting retinoblastoma tumors due to the ability of this method to assist doctors in 

examining the morphology, density, and distribution of blood vessels. The classification of normal and retinoblastoma-affected 

retinas is a preliminary step in treating retinoblastoma tumors. Therefore, this study aimed to propose a new method for 

classifying normal and retinoblastoma-affected retinas using geometric feature extraction and machine learning. The workflow 

consisted of (1) fundus image data collection for retinoblastomas, (2) image segmentation, (3) feature extraction process, (4) 

building a classification model using machine learning, (5) splitting testing and training data, (6) classification process using 

machine learning methods, and (7) evaluation of classification results using a confusion matrix. The results showed that the 

segmentation method could detect retinoblastoma areas and extract their geometric features. The SVM method achieved an 

accuracy of 0.96 while the RF and DT had 0.55 and 0.63, respectively. Moreover, a comparison with previous research showed 

that the proposed method achieved a 4% improvement in the classification performance. This led to the conclusion that 

classification using geometric features combined with the SVM on digital fundus images of retinoblastoma eye disease 

produced the best results. 
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1. Introduction  

The introduction section sets the stage for your study by 

providing context, defining the problem, highlighting 

its significance, and outlining your contribution. It 

should engage the reader, establish the relevance of 

your work, and clearly articulate the objectives of the 

research. 

Retinoblastoma is an eye cancer that invades the retinal 

cells, damages eye tissue, and leads to blindness. It is a 

solid tumor characterized by the appearance of 

strabismus and leukocoria [1]. The treatment includes 

intra-arterial chemotherapy (IAC) which is capable of 

curing retinoblastoma with a success rate of up to 88.2% 

and reducing the metastasis process to 1.6% based on 

analyses [2]. The tumor leads to bleeding in the 

posterior ciliary artery of the outer retina and grows 

aggressively in vascular tissues [3]. An important 

observation is that retinoblastoma is an intraocular and 

malignant tumor commonly found in children under the 

age of eight. The average age of diagnosis is between 

two and five years. Moreover, it is often clinically 

diagnosed with the assistance of B-scan ultrasound 

(USG B-scan) [4]. 

Patients experience targeted intra-arterial therapy, 

supplemented with radiotherapy to inhibit tumor 

growth and preserve the eyeball. However, some 

patients experience retinal detachment after the surgery 

due to the medication and surgical remnants [5]. This 

shows the importance of medical image analysis for 

detecting retinoblastoma tumors. The method aids 

doctors in examining the morphology, density, and 

distribution of blood vessels as well as assessing 

pathology and performing accurate diagnostic 

evaluations [6]. Different image analysis methods have 

been applied in the healthcare field, particularly for 

retinal examinations, with a focus on diseases such as 

retinal detachment, diabetic retinopathy, glaucoma, and 

retinoblastoma [7]. Medical images are acquired 

through imaging methods and are used to diagnose 

different types of diseases. These images serve as inputs 

https://doi.org/10.29207/resti.v9i3.6337
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for Artificial Intelligence (AI) systems and provide the 

quantitative data required by AI models [8]. 

This research preferred geometric features as the 

primary method for the classification of retinoblastoma 

eye disease due to their advantages in terms of 

efficiency, interpretability, and the limitations of 

implementing deep learning methods in medical 

contexts. Moreover, geometric features such as the 

width, height, and area of abnormal regions are easily 

understood by medical professionals. These are 

different from the abstract features produced by 

convolutional neural networks (CNNs), which are 

difficult to interpret directly. Geometric features have 

clear visual and clinical representations which assist 

physicians to comprehend the rationale behind the 

decisions made through the classification system. The 

trend is in line with the principles of explainable 

Artificial Intelligence (XAI) in the medical field. 

Machine learning methods associated with geometric 

features are also computationally more efficient 

compared to CNNs which require significant 

computational resources, GPU support, and longer 

training times. Therefore, these methods can be 

implemented on low-specification systems or used in 

real-time within clinical environments with hardware 

limitations. Deep learning methods, particularly CNNs, 

generally require large volumes of training data to 

produce accurate and generalized models. Meanwhile, 

there were limited digital fundus image datasets for 

retinoblastoma cases in this research and the geometric 

feature-based method provided a more appropriate and 

robust solution for small-scale datasets. 

Smith explained the use of Doppler imaging to measure 

the volume of retinoblastoma tumors. The research 

utilized 20 images from retinoblastoma patients and 

Doppler imaging was adopted to predict the response of 

retinoblastoma to IAC. It was concluded that 

retinoblastoma tumor volume correlated with Doppler 

features from the Central Retinal Artery (CRA) [2]. 

Ramasubramanian also described the use of 

microvascular flow imaging (MFI) to identify the 

vascular characteristics of retinoblastoma tumors. The 

research used data from the eyes of 10 patients and MFI 

showed branching patterns of blood vessels in all 

examined eyes [3]. Furthermore, Xiao utilized U-net 

segmentation to analyze fundus images using 125 

retinal fundus images and the texture features adopted 

produced an accuracy of 93.7% [9]. 

Huang developed the Dual Guidance Module (DGM) 

and Refinement Guidance Module (RGM) for 

analyzing retinal fundus image data. DGM was used to 

extract vascular frameworks and segment blood vessels 

using image enhancement methods while RGM was 

adopted to produce more accurate results [10]. Fang 

also applied Gabor-net and a combination of multi-scale 

hierarchical features to analyze retinal fundus data. 

Blood vessel information was obtained using the main 

channel of the Residual Block convolution and 

combined with the Retina-Exogenous-Primary Visual 

Cortex. Gabor-net was used to simulate the main 

pathway of the convolutional network and the process 

led to the production of more precise blood vessel 

information [11]. Moreover, Huang utilized deep 

learning to analyze retinal digital fundus images. The 

focus was on 467 eyes from 463 patients and the 

application of deep-learning CNN methods, including 

ResNet50, VGG19, and InceptionV3. The variables 

considered were the image quality, eye, location, phase, 

lesion, diagnosis, and macular participation. The 

research achieved an accuracy ranging from 81.72% to 

96.45% [12]. Another research by Xia used a large 

dataset comprising 28,877 retinal digital fundus images 

which were analyzed by applying a Transformer-joint 

convolution network for automated eye disease 

screening. The diseases analyzed include diabetic 

retinopathy, age-related macular degeneration, 

glaucoma, pathological myopia, hypertension 

retinopathy, retinal vein occlusion, and laser 

photocoagulation [13].  

Wong developed a machine learning model for multi-

class classification of diabetic retinopathy, central 

retinal vein occlusion, and branch retinal vein occlusion 

using fundus color photographs. The research utilized 

3,200 digital fundus images and achieved an accuracy 

of 97.5% [14]. Moreover, Liu reconstructed spectral 

fundus images using a Retinex Transformer-based 

semantic model. The multispectral imaging is a non-

invasive method for measuring retinal oxygen 

saturation levels. This proposed model utilized RGB 

images to reconstruct multispectral images which 

enabled an improvement in retinal oximetry and 

diagnostic capabilities [15]. Another research by 

Balasubramaniam used CNN transfer learning to detect 

the optic disc and predict cardiovascular risks from 

retinal digital fundus images. The detection method was 

an active counter model called Osprey Gannet which 

was designed and trained with Osprey Gannet 

optimization, leading to an accuracy of 92.1% [16]. 

Furthermore, Nuli addressed the semantic segmentation 

problem for data on retinal digital fundus images. The 

research examined the effectiveness of data 

augmentation using Gamma-corrected images and the 

application of the U-Net segmentation method led to an 

improvement in the Gamma correction performance, 

with the optimal Gamma value recorded to be 0.75 [8]. 

This study is important because retinoblastoma is a 

serious disease that requires early detection and 

treatment to prevent vision loss and the risk of death. 

The objects were digital fundus images of the eyes that 

contained visual information regarding the condition of 

the retina. The specific focus is on cases of 

retinoblastoma, which is a type of eye cancer affecting 

the retina and commonly occurs in children. Previous 

research has focused on detecting and classifying 

retinoblastoma eye disease, but most studies have 

focused on diabetic retinopathy 
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Geometric features were not utilized in the extraction 

process of the digital fundus images. Consequently, this 

study aimed to obtain the geometric features of digital 

fundus images of retinoblastoma, detect the cancerous 

area, and classify normal and affected eyes. This was 

essential to ensure that the developed method could 

detect retinoblastoma more swiftly and accurately, 

facilitating earlier and more precise medical 

interventions. This method enables the automatic 

identification and classification of retinoblastoma, 

thereby reducing the subjectivity inherent in human 

visual evaluations. Additionally, it has the potential to 

serve as a foundation for further research on classifying 

other eye diseases or developing intelligent diagnostic 

systems based on medical imaging. This trend indicates 

that this research contributes to the development of a 

new method for classifying normal retina and 

retinoblastoma eye diseases using geometric features 

and machine learning, marking an initial step in the 

treatment of retinoblastoma tumors. 

2. Methods 

Image segmentation was used to extract features by 

dividing digital images into smaller segments to enable 

complete analysis of the information [17]. This process 

is necessary because reading digital images poses 

challenges, such as uneven lighting, excessive noise, 

and inconsistent brightness levels [18]. Therefore, 

image segmentation is often used to separate objects in 

an image from the background [19]. It was applied in 

this research to convert color images into grayscale 

images consisting of pixel values ranging from 0 to 255, 

where 0 represented black and 255 was white [17]. 

Grayscale values represent brightness intensity levels 

[20] which subsequently function as detectors in image 

processing to assist in distinguishing the background 

from the foreground. These values were calculated 

using Equation 1 [21]. 

𝑥 = 0,299𝑟 + 0,587𝑔 + 0,114𝑏             (1) 

The next process was to convert the grayscale images 

into binary images with pixel values of 0 and 1 [22]. 

Binary images were used to separate the object from the 

background using thresholding [23]. The method 

divided pixel values into two categories, including the 

foreground and background. The formula used for the 

conversion of grayscale images into binary images is 

presented as Equation 2 [24]. 

𝑔(𝑥, 𝑦) = {
1, 𝑖𝑓 𝑓(𝑥, 𝑦) ≥ 𝑇
1, 𝑖𝑓 𝑓(𝑥, 𝑦) ≥ 𝑇

}             (2) 

Part of the methods most commonly used for the 

conversion is the Otsu. This method identifies the 

threshold point that distinguishes black from white [25] 

and determines different classes with the largest 

variance [24]. The calculation for the threshold value 

was based on Equations 3 and 4. 

𝐿 = [1,2,3, … 𝐿]               (3) 

𝑁 = 𝑛1 + 𝑛2 + 𝑛3 + ⋯ + 𝑛𝑙             (4) 

The pixel values of the two sections became classes, 

background Cb and foreground Cf. This was achieved 

through the provision of a threshold value t: 

𝐶𝑏 = [1,2,3, … 𝑡]               (5) 

𝐶𝑓 = [𝑡 + 1, 𝑡 + 2, 𝑡 + 3, … 𝐿]              (6) 

The formula used to determine the background and 

foreground variance for the t threshold value is 

presented as Equations 7 through 12: 

Background Cb: 

Weight 𝑊𝑏 = ∑
ni

N

t
i=1               (7) 

Average 𝜇𝑏 =
∑ 𝑖∗𝑛𝑖

𝑡
𝑖=1

∑ 𝑛𝑖
𝑡
𝑖=1

              (8) 

Varian 𝜎𝑏
2 =  

∑ (𝑖−𝜇𝑏)2∗𝑛𝑖
𝑡
𝑖=1

∑ 𝑛𝑖
𝑡
𝑖=1

              (9) 

Foreground Cf: 

Weight 𝑊𝑓 = ∑
𝑛𝑖

𝑁

𝐿
𝑖=1+1             (10) 

Average 𝜇𝑏 =
∑ 𝑖∗𝑛𝑖

𝐿
𝑖=1

∑ 𝑛𝑖
𝐿
𝑖=1

            (11) 

Varian 𝜎𝑓
2 =  

∑ (𝑖−𝜇𝑓)
2

∗𝑛𝑖
𝐿
𝑖=1+1

∑ 𝑛𝑖
𝐿
𝑖=1+1

           (12) 

The variance in class 𝜎𝑤
2  is the sum of the two variances 

multiplied by the weight. This is presented in Equation 

13: 

𝜎𝑤
2 =  𝑊𝑏𝜎𝑏

2 + 𝑊𝑓𝜎𝑓
2            (13) 

Geometric features often used in image analysis are 

calculated as the distance between two points in an 

image [26]. Therefore, Euclidean distance was used to 

measure the distance between two pixels in an image 

and the value was converted into centimeters or 

millimeters [27]. Geometric recognition was also used 

to reconstruct the two-dimensional geometry of an 

image. This is possible because images can be based on 

their geometry, including small and large sections. This 

geometry can be two-dimensional (2D) or three-

dimensional (3D), depending on the segmentation 

process requirements [28]. Some of the geometry 

feature methods include Random Sample Consensus 

(RANSAC) which utilizes geometric coordinates to 

eliminate outliers as well as Graph Transformation 

Matching (GTM), Restricted Spatial Order Constraints 

(RSOC), and Triangle Area Representation of the K 

Nearest Neighbors (KNN-TAR) [29].  

Table 1. Geometric Features of Retinoblastoma  

Features Symbol 

Width W 

Height H 

Wide Area A 

Vertical and horizontal lines were extracted through the 

geometric features to determine object sizes within an 

image. Moreover, angle measurements can be 

performed using trigonometric formulas. The results for 
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both the lines and angles are often stored in a database 

for further processing using machine and deep learning 

methods [30]. The geometric features of the 

retinoblastoma digital fundus images used in this 

research are presented in Table 1. 

The Euclidean distance is an extension of the 

Pythagorean theorem (Bourdeau dkk., 2021) and is 

considered applicable to both 2D and 3D objects. For 

2D objects, its application is typically used in digital 

images specifically to calculate the distance between 

the initial (x,y) and the final coordinates (x’,y’) (Gandla 

dkk., 2020). The Euclidean distance was applied 

through Equation 14 (Andries dkk., 2020): 

𝑑(𝑎, 𝑏) =  √(𝑥′ − 𝑥)2 + (𝑦′ − 𝑦)2           (14) 

The method is part of the matrix distance measures 

often used to evaluate the similarity and proximity 

between two data points. A smaller Euclidean distance 

between two image matrices shows higher similarity 

and the degree can be measured using features of digital 

images, such as color, texture, shape, and size [34]. 

Machine learning is a branch of AI that consists of three 

main methods of processing data, including supervised, 

unsupervised, and deep [35]. Supervised learning 

identifies patterns in input data and their corresponding 

output labels. Machine learning models are trained to 

recognize input data that is correlated with predefined 

outputs. Therefore, the purpose of supervised learning 

is to produce output based on prior experience [36]. 

This method has two types of variables which include 

input and output. Moreover, some examples of 

supervised learning include classification and 

regression [37] which are widely used for prediction 

and classification tasks. Some common machine 

learning methods include Support Vector Machine 

(SVM), Random Forest (RF), and Decision Tree (DT) 

[38]. 

Support Vector Machine (SVM) is a supervised 

learning method for regression and classification. In the 

classification process, it is used to separate objects into 

multiple classes using linear, polynomial, and Radial 

Basis Function (RBF) kernels [39]. SVM is used to 

process large and high-dimensional data, and the 

selection of appropriate parameters can significantly 

affect its performance [40]. This method aims to 

determine the optimal hyperplane that separates the 

classes. Furthermore, a hyperplane is a decision 

function positioned in the middle to divide the classes 

[41]. SVM can make accurate classification predictions 

by using support vectors for the hyperplane. These 

support vectors pass through the data points to 

determine the maximum margin [42]. 

SVM for regression aims to predict the output of new 

data using continuous output values. Meanwhile, the 

application of the method for classification focuses on 

classifying input data to produce class as the output 

[43]. SVM uses several kernels presented as Equations 

15 through 17 to transform data: 

Linear kernel 

𝐾(𝑥𝑖 , 𝑥) =  𝑥𝑖
𝑇𝑥             (15) 

𝑥𝑖 is the training data and 𝑥 is the test data.  

Polynomial kernel 

𝐾(𝑥𝑖 , 𝑥) =  (𝑦(𝑥𝑖
𝑇𝑥) + 𝑟)𝑝           (16) 

Sigmoid kernel 

𝐾(𝑥𝑖 , 𝑥) =  𝑡𝑎𝑛ℎ(𝑦(𝑥𝑖
𝑇𝑥) + 𝑟)           (17) 

Random Forest (RF) is a machine learning algorithm 

that consists of an ensemble of decision trees. It can also 

be used for regression and classification tasks on large 

datasets. The method operates by constructing decision 

trees to produce regression results (Gao dan Zhou, 

2020). RF combines multiple trees during the training 

process and the number of trees used directly impacts 

the accuracy of the results. This is based on the 

condition that a greater number of trees leads to higher 

accuracy [45].  

RF is a supervised learning algorithm that can address 

both classification and regression problems. Its 

distinctive feature is that each tree is grown on a 

bootstrap sample randomly drawn from the training 

data [46]. During each node split in the decision tree 

formation, a subset of mmm variables is randomly 

selected from the original dataset, and the best is used 

for the node. The prediction of RF consisting of NNN 

trees can be achieved using Equation 18: 

𝑙(𝑦) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑐(∑ 𝐼ℎ𝑛(𝑦)=𝑐
𝑛
𝑛=1 )           (18) 

I is an indicator function and ℎ𝑛 is the n-th tree in the 

RF. 

Decision Tree (DT) is a machine learning algorithm 

used to create decision rules in a tree-like structure. It is 

also a supervised learning method applicable to both 

classification and regression tasks [47]. DT uses tree-

structured rules to make decisions with branches 

representing decision paths to achieve optimal results 

[48]. The main components include the root node which 

is the main goal or output of the DT, branches represent 

different decision paths or actions, decision nodes are 

points where decisions are made based on the features 

of the input data, and leaf nodes are the outcomes or 

results of the decisions. This method starts with a single 

node, which branches out to represent available choices. 

The steps to build a DT include recursive development 

of the tree starting with the root node that contains all 

training examples. A test is conducted to decide the 

branching path. However, step 1 needs to be revisited 

when the correct branch is identified and a leaf node is 

not reached. Attributes are divided into categories and 

the selected node can be determined using the entropy 

value of each criterion based on the sample data 

provided. The selected node is the criterion with the 

smallest entropy value which is calculated using 

Equation 19. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ −𝑝𝑖 ∗ 𝑙𝑜𝑔2 𝑝𝑖𝑛
𝑖=1            (19) 
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The test attribute is selected based on heuristics or 

statistical measures such as Information Gain, which 

measures the effectiveness in classifying the data. This 

Information Gain can be calculated using Equations 20 

and 21. 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑠|
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠𝑖)𝑛

𝑖=1  

              (20) 

S is the set of cases, n is the number of partitions in S, 

and pi is the proportion of Si relative to S. 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑠|
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠𝑖)𝑛

𝑖=1  

              (21) 

S is the set of cases, A is the attribute, n is the number 

of partitions of attribute a, |𝑆𝑖| is the number of cases in 

partition i, and |s|  is the total number of cases in S. 

 
Figure 1. Research Steps 

The steps used to conduct this research include (1) 

collection of digital fundus images related to 

retinoblastoma from the American Society of Retina 

Specialists (ASRS) retina image bank in the form of 

RGB images in JPEG format. The next was the (2) 

segmentation process which was used to convert the 

images from color to grayscale and subsequently binary 

followed by edge detection using the Canny method. (3) 

The feature extraction step was focused on detecting the 

edge coordinates through the blob detection method, 

identifying blob points, and measuring distances 

between edge points. Moreover, the Euclidean Distance 

method was applied to determine the width, height, and 

area of the retinoblastoma region. The next step was to 

(4) develop a classification model using machine 

learning methods, including SVM, RF, and DT. This 

was followed by (5) splitting the data into training and 

testing sets using the K-Fold Cross Validation method. 

Furthermore, (6) the classification process was 

conducted using machine learning methods through 72 

images used as training data and 46 images as testing 

data. The last step was to (7) evaluate classification 

results using a confusion matrix with a focus on 

accuracy, precision, recall, and F1-score. These stages 

are presented comprehensively in Figure 1. 

3. Results and Discussion 

This research aims to classify between normal retina 

and retinoblastoma using data obtained from a retinal 

image bank. Retinoblastoma detection was conducted 

using a segmentation method through different machine 

learning such as SVM, RF, and DT [49]. The research 

was initiated by collecting 120 data on retinal fundus 

images which were categorized into two classes, 

including normal retina and retinoblastoma. The dataset 

was further divided into two parts, including 74 for 

training and 46 for testing. The data were obtained from 

the Retina Image Bank of the ASRS and data 

augmentation methods were not applied to the 

processing. The next step was the segmentation process 

to convert the digital fundus images of retinoblastoma 

into grayscale format [50]. This step was used to detect 

the retinoblastoma area as presented in Figure 2. 

    

                                 (a)                                    (b) 

Retinoblastoma 1 

    

                                 (a)                     (b) 

Retinoblastoma 2 

    

               (a)                     (b) 

Retinoblastoma 3 

      

               (a)                            (b) 

Retinoblastoma 4 
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Figure 2. (a) Colored Digital Retinoblastoma Image Fundus, (b) 

Grayscale Image 

The grayscale images were further converted into 

binary format. The purpose was to separate the 

retinoblastoma area from the background. 

     

(a) (b) 

Retinoblastoma 1 

      

(a) (b) 

Retinoblastoma 2 

      

(a) (b) 

Retinoblastoma 3 

      

(a) (b) 

Retinoblastoma 4 

Figure 3. (a) Binary Image, (b) Edge Detection 

The conversion process was conducted through the 

application of the Otsu method [24]. The next process 

was edge detection, which was used to identify the 

boundary of the retinoblastoma area in the binary 

images through the application of the Canny method 

[51]. The detailed results of the binary image and edge 

detection are shown in Figure 3. 

The research proceeded with the detection of the edge 

coordinates. This was achieved by using the length, 

width, and area to detect the geometric features of the 

retinoblastoma region, which were selected as the 

primary attributes for the extraction process instead of 

texture and color. This preference was based on several 

technical and clinical considerations associated with the 

use of geometric features in the classification of 

retinoblastoma in digital fundus images. Some of these 

include the ability to provide clinically interpretable 

information, such as the size, shape, and spatial 

distribution of abnormal regions through the lesion 

area, width, height, and aspect ratio. Moreover, the 

features are directly related to anatomical structures that 

can be visually observed, which makes them easier for 

medical professionals to understand compared to the 

abstract statistical representations of texture or color.     

The morphological characteristics of retinoblastoma 

serve as key indicators in clinical diagnosis. These 

characteristics typically exhibit distinct shapes and 

spatial patterns that can be effectively represented 

through geometric descriptors. Meanwhile, texture or 

color features often fail to clearly distinguish between 

normal and abnormal retinas. The extraction process of 

geometric features is also simpler and more 

computationally efficient, in line with the objective of 

developing a lightweight and easily deployable 

diagnostic system. This is different from texture 

features which generally require more complex 

computations such as Gray-Level Co-occurrence 

Matrix (GLCM) or Local Binary Pattern (LBP). Color 

features also have the capacity to increase data 

dimensionality which consequently raises 

computational load without necessarily improving 

model performance. 

 

Width:   12.12 mm 

Height:  10.66 mm 

Wide Area: 129.21 mm2 

Retinoblastoma 1 

 

Width:   12.33 mm 

Height:  10.37 mm 

Wide Area: 127.88 mm2 

Retinoblastoma 2 

 

Width:   16.99 mm 

Height:  15.80 mm 

Wide Area: 268.31 mm2 

Retinoblastoma 3 

 

Width:   13.94 mm 

Height:  10.48 mm 

Wide Area: 146.09 mm2 

Retinoblastoma 4 
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Figure 4. Geometric Features, the Length, Width, and Wide Area of 

the Retinoblastoma 

The coordinate points obtained from the edge detection 

process were connected by diagonal lines to represent 

the length and width. As previously stated, the distance 

between the two points was calculated using Euclidean 

Distance [32]. The length and width, measured in 

pixels, were converted to millimeters (mm) and applied 

to estimate the retinoblastoma area. The results of the 

coordinate detection are comprehensively presented in 

Figure 4 and the geometric features in Figure 5. 

 

Figure 5. Geometric Features of Retinoblastoma 

 
SVM 

 
RF 

 
DT 

Figure 6. Results of Confusion Matrix 

The next step was the feature extraction process of 

retinal images from 120 data points for the two classes, 

including normal retina and retinoblastoma. The 

geometric features obtained were used to build a 

machine learning model [52]. Moreover, the data 

retrieved were split into two sets, including testing and 

training, using K-Fold Cross Validation followed by the 

application of the three machine learning methods, 

SVM, RF, and DT, to produce the confusion matrix 

presented in Figure 6. The results showed that SVM had 

the best performance, with a classification accuracy of 

0.96, precision of 0.97, recall of 0.95, and F1-Score of 

0.96. The precision was the ratio of True Positive (TP) 

to the total number of positive predictions while recall 

was the ratio of TP to the total number of actual positive 

cases. F1-Score is the harmonic average of precision 

and recall [53]. The achievement of a good F1-Score is 

the representation of effectiveness in both precision and 

recall. The detailed results of classification accuracy, 

precision, recall, and F1-Score for the three machine 

learning methods are presented in Figure 7.  

 

Figure 7. Classification Accuracy, Precision, Recall, and F1-Score  

The basic explanation, relationship, and generalization 

of the results are the contents of the discussion. The 

purpose is to answer the research question and 

objectively identify any dubious result.  

Table 2. Results of classification 

Methods Accuracy Precision Recall F1-Score 
SVM 0.96 0.98 0.87 0.93 
RF 0.75 0.97 0.39 0.55 
DT 0.63 0.51 1.00 0.56 

The classification accuracy results are comprehensively 

explained in Table 2. Moreover, the results showed 

improved performance compared to previous research 

as presented in Table 3. 

Table 3. Research comparison 

Research Methods Classification 

Accuracy 
[9] Texture Features and U-Net 

Segmentation 
0.93 

[16]. CNN transfer learning 0.92 
[12]. ResNet50, VGG19, InceptionV3 0.81-0.95 
[8] U-Net Segmentation 0.75 
This 

research 
Geometry features and SVM  0.96 

The observed classification errors were primarily 

caused by the poor quality of some fundus images, such 

as uneven lighting conditions, which affected the 

geometric feature extraction process. Therefore, the 

extracted features did not accurately represent the actual 

structure of the retina, making it difficult to distinguish 

between normal and abnormal classes. The geometric 

features of retinoblastoma and normal retina images 

also exhibited similar values, particularly in those with 

less distinctive morphological characteristics, leading 

to a feature overlap between classes. Furthermore, the 

dataset used was limited in both quantity and diversity, 

which prevented the model from fully recognizing all 
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possible variations in retinoblastoma patterns that are 

capable of appearing in real-world cases. The lack of 

representative data also contributed to the suboptimal 

generalization performance of the model. Potential bias 

occurred owing to the varying image contrast levels in 

the dataset, which caused the developed model to 

experience significant differences. 

The machine learning models used were executed using 

default parameter settings without hyperparameter 

tuning or optimization. This allowed the classification 

performance to reflect the pure effectiveness of the 

selected features without being influenced by the tuning 

processes. Moreover, the use of default settings 

represents a more practical and easily replicable 

method, especially when the system is intended to be 

widely implemented in clinical environments with 

technical limitations. Models with standard 

configurations are also easier to deploy by medical 

personnel or technicians who do not have an extensive 

background in machine learning. 

Expert judgment assessments were conducted in 

clinical trials by eye disease specialists. This was 

necessary to ensure that the geometric features 

extracted from fundus images truly represented the 

clinical characteristics of retinoblastoma. The 

evaluation also included the appropriateness of the 

feature extraction methods applied based on scientific 

standards and medical practice. Furthermore, the 

effectiveness of the SVM in handling small-to medium-

sized datasets and its classification accuracy were 

assessed. The potential bias due to variations in image 

contrast across the dataset and its impact on model 

performance were also evaluated, along with the 

practical usability of the system and its contribution to 

the early detection of retinoblastoma. 

4. Conclusions 

In conclusion, this study used image geometry feature 

extraction and machine learning to classify normal 

retinas and retinoblastomas. The results showed that the 

length and width of the detected retinoblastoma area 

were the extractable geometric features. The machine-

learning methods used were SVM, RF, and DT. Among 

the three algorithms, SVM achieved the highest 

classification accuracy, with a value of 0.96. This led to 

the conclusion that the development of geometric 

feature extraction methods and the SVM machine 

learning method produced the best results in classifying 

normal and retinoblastoma retinal images and 

contributed new insights in the field of eye health. 

Future research should focus on expanding the 

classification to include different types of retinal 

diseases using digital fundus images and deep learning 

as well as the application of the XAI method with larger 

data. 
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