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Abstract  

Health risk classification is important. However, health risk classification is challenging to address using conventional 

analytical techniques. The XGBoost algorithm offers many advantages over the traditional methods for risk classification. 

Hyperparameter Optimization (HO) of XGBoost is critical for maximizing the performance of the XGBoost algorithm. The 

manual selection of hyperparameters requires a large amount of time and computational resources. Automatic HO is needed 

to avoid this problem. Several studies have shown that Bayesian Optimization (BO) works better than Grid Search (GS) or 

Random Search (RS).  Based on these problems, this study proposes health risk classification using XGBoost with Bayesian 

Hyperparameters Optimization. The goal of this study is to reduce the time required to select the best XGBoost 

hyperparameters and improve the accuracy and generalization of XGBoost performance in health risk classification. The 

variables used were patient demographics and medical information, including age, blood pressure, cholesterol, and lifestyle 

variables. The experimental results show that the proposed approach outperforms other well-known ML techniques and the 

XGBoost method without HO. The average accuracy, precision, recall and f1-score produced by the proposed method are 

0.926, 0.920, 0.928, and 0.923, respectively. However, improvements are needed to obtain a faster and more accurate method 

in the future. 
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1. Introduction  

Risks frequently cause losses for people or businesses. 
Natural disasters and disease outbreaks as well as 
lifestyle ultimately have an impact on health risks. 
Taking out insurance may reduce or completely 
eliminate risk-related losses [1]. The health insurance 
industry helps people overcome health risks. Health risk 
classification will group individuals based on their 
health characteristics. The level of health risk can 
influence the possibility of disease occurring and the 
amount of health service costs required. This process is 
not only important for insurance companies in 
calculating premiums, but also for health service 
providers in designing treatment programs that suit 
patient needs [2]. Health risk classification for 
insurance companies offers various benefits including: 
accurate premium pricing [3], reduced adverse selection 
[4], improved risk management [5], increased market 
efficiency [6], facilitated product innovation, improved 

customer segmentation, and improvements in claims 
management. 

It is challenging to address the health risk classification 
problem using conventional analytical methods and to 
represent mathematically [7], [8]. Machine Learning 
(ML) methods offer solutions to complex problems that 
are difficult to model mathematically. Traditional 
statistical approaches may not be sufficient to reveal 
underlying associations and trends, but ML could [9]. 
The capacity of ML for effectively handling high-
dimensional data is one of its primary benefits in 
classification [10]. Another significant advantage of 
ML in classification is its adaptability and scalability. 
ML algorithms can be trained on large data sets and can 
improve their performance as more data becomes 
available [11]. 

Currently, ML methods have been widely applied to 
various complex problems, such as child nutritional 
status [12], text classification [13], stunted facial 

mailto:1syaiful@ub.ac.id
mailto:wantoinp@ub.ac.id
mailto:mdwimifta@ub.ac.id
mailto:febyindrianay@ub.ac.id
mailto:hady.rasikhun@ummat.ac.id
https://doi.org/10.29207/resti.v9i3.6307
https://creativecommons.org/licenses/by/4.0/
https://www.iaii.or.id/


  
Syaiful Anam et al                                Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi), Vol. 9 No. 3 (2025) 

 

                                                                                                             536 

 

images classification [14] and many others. ML 
methods have also been used in risk classification [15]-
[19]. There are many ML methods, such as Extreme 
Gradient Boosting (XGBoost), K-Nearest Neighbor 
(KNN), Decision Tree (DT), Artificial Neural 
Networks (ANN), and Support Vector Machine (SVM), 
etc. Previous research has shown that XGBoost 
outperforms other ML models, such as KNN, DT, 
ANN, and SVM [18]-[20]. The benefits of XGBoost 
include high flexibility, excellent predictability, 
excellent generalization ability, high scalability, good 
training of models’ efficiency, and remarkable 
resilience, according to earlier studies [21]. 

However, the performance of XGBoost depends on the 
selection of hyperparameters [22], [23]. XGBoost 
hyperparameter selection can be done with 
Hyperparameter Optimization (HO).  This process is 
very important to maximize the performance of the 
XGBoost algorithm and classification accuracy. 
Manual HO is a widely recognized challenge in the ML 
field. However, this is impractical, often leading to a 
time-consuming and inefficient trial-and-error 
approach [24]. Automated HO has emerged as an 
important advancement in the ML field, offering 
several significant advantages over traditional manual 
tuning methods. One of the main benefits is a major 
reduction in the time and computational resources 
required for model optimization. Bayesian 
Optimization (BO), Grid Search (GS), and Random 
Search (RS) are a few known autonomous HO 
techniques. In ML, BO has become a potent method for 
HO issues. This method offers significant advantages 
over the RS and GS methods. GS and RS have been 
used to select the hyperparameters of XGBoost  [25], 
[26]. GS evaluates all possible combinations of 
hyperparameters exhaustively so it requires a lot of 
computing time and RS is easier to handle and requires 
less computing power than looking at every potential 
combination because it is based on randomly sampling 
a predetermined selection of hyperparameters.  The BO 
is more efficient and effective than RS and GS in 
exploring the hyperparameter space. BO builds a 
probabilistic model of the objective function. This 
model allows informed decisions regarding the location 
of the next point of capture, focusing on areas that may 
provide better results based on previous evaluations 
[27]. 

Based on the background explained above, this article 
proposes the development of a health risk classification 
method using XGBoost with Bayesian 
Hyperparameters Optimization (BHO). This article 
aims to address the weaknesses of previous research 
that uses GS and RS to select hyperparameters of 
XGBoost. By integrating XGBoost and BO, this article 
provides several contributions and benefits. The first 
contribution is to improve of the accuracy and 
generalization of XGBoost performance. The second 
contribution is to provides a good alternative method 
for classifying health risks, optimizing premium pricing 
strategies, improving customer service and improving 
risk management practices. The third contribution is to 

reduce the time to select the best XGBoost 
hyperparameters because the proposed method has the 
ability to select XGBoost hyperparameters 
automatically. The last contribution is to minimize the 
risk of bias and human error in selecting XGBoost 
hyperparameters. 

2. Methods 

This section explains the research methods used in this 
research. The type of research used is quantitative 
research. The stages of this research include: literature 
collection and literature review, data collection, 
algorithm development, testing and evaluation.  

This study begins by collecting the literature and 
reviewing the literature or theory. The literature 
reviewed includes health risk classification, XGBoost, 
and BO methods. Previous research related to health 
risk classification methods, the XGBoost and BO 
methods will be reviewed and discussed to see research 
developments in this field. The results of this literature 
review provided an understanding of this research. 
Furthermore, the outcome of this study is a 
comprehension of the individual features of each 
approach, including its advantages and disadvantages. 

The dataset used in this research is the Cardio Health 
Risk Assessment Dataset. This dataset was taken from 
the web at the address 
https://www.kaggle.com/datasets/kapoorprakhar/cardi
o-health-risk-assessment-dataset/data. This website 
provides the cardio health risk assessment dataset that 
contains comprehensive patient demographics and 
medical information, including age, blood pressure, 
cholesterol, and lifestyle variables.  

The next step is to develop a health risk classification 
method algorithm using the XGBoost method with 
BHO. The result of the algorithm development stage is 
a risk classification method algorithm that is ready to be 
implemented into a programming language. The 
implementation of the XGBoost-based health risk 
classification method program with BHO at this stage 
was carried out using Jupyter Notebook. Data 
preprocessing methods are also used at this stage to 
ensure that the data is ready for further processing. The 
selection of features that will be used for health risk 
classification is also carried out at this stage to obtain 
relevant features so that the classification method can 
work optimally. Implementation of the proposed 
method uses Python software. The resulting program 
was evaluated and tested using the dataset obtained in 
the second stage of this research process. Determining 
the appropriate parameters for the proposed method is 
carried out at this stage. The parameters in question are 
parameters in the BO method so that it produces good 
performance in the XGBoost method. The success of 
the program is evaluated by comparing the program's 
predicted results with real data that has been labeled.  

The tools to measure the success of the proposed 
method are accuracy, recall and precision and f1 score. 

https://www.kaggle.com/datasets/kapoorprakhar/cardio-health-risk-assessment-dataset/data
https://www.kaggle.com/datasets/kapoorprakhar/cardio-health-risk-assessment-dataset/data
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Classification level/accuracy is calculated using 
Equation 1. 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                           (1) 

The number of cases successfully categorized in the 

positive class is denoted by 𝑇𝑃. The number of cases 

that were accurately assigned to the negative class is 

shown by 𝑇𝑁. The number of cases in the negative class 

that were misclassified is denoted by 𝐹𝑁. The number 

of cases in the positive class that were misclassified is 

denoted by 𝐹𝑃. The ratio of accurate forecasts to the 

total number of events assessed is known as accuracy. 

Equation 2 is used for calculating recall. The number of 

successfully categorized positive instances divided by 

the total number of positive class occurrences is known 

as recall. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                 (2) 

Equation 3 is used for calculating precision. The 

precision metric quantifies the proportion of precisely 

predicted instances that are positive to occurrences 

identified as positive classes. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                            (3) 

The harmonic average of recall and precision is used for 

calculating the f1-score. The results of the testing and 

evaluation phase are numerical results and graphical 

visualization of the risk classification and performance 

analysis methods obtained from testing. The significant 

increase in method performance for all evaluation 

measures when compared to XGBoost without HO and 

a number of other well-known ML techniques 

demonstrates the effectiveness of the suggested 

approach. 

The outcomes of the experiments conducted in the 

previous phase served as the foundation for the results 

analysis. The results of this analysis are the basis for 

drawing conclusions. The results of this stage are 

conclusions and suggestions for improvements that can 

be carried out in further research. 

The flowchart of the health risk classification method 

by using XGBoost with BHO is shown in Figure 1. The 

proposed method consists of several stages. The first 

stage is to enter the dataset, BO parameters and 

determine the range of XGBoost hyperparameters. The 

next step is to preprocess the data and divide the dataset 

into two sub datasets, namely training data and test data. 

The next step is that a risk classification method using 

XGBoost with BHO is created, evaluated and 

implemented as shown in Figure 1.  

3.1 Enter the Dataset and determine the range of 

XGBoost hyperparameters 

This article uses the heart health risk data set from 

Kaggle.com at 

https://www.kaggle.com/datasets/kapoorprakhar/cardi

o-health-risk-assessment-dataset/data. Age, sex, type of 

chest pain, bloop pressure, cholesterol, FBS above 120, 

ECG findings, maximal heart rate, exercise angina, ST 

depression, slope of ST, number of fluro vessels, and 

Thallium are the characteristics that are employed.  

 

Figure 1. Flowchart of the health risk classification method using 

XGBBoost with BHO 

Table 1. Explanation of each feature 

Features / Variable Description 

Age (Ag) Patient age 

Sex (Sx) Patient’s Gender The number 0 is 

used as a code to represent female 

patients, and the number 1 is for 

male. 

Chest pain type 

(CPT) 

CPT defines the types of chest pain. 

It has values of 1-4. 

BP The value of BP defines Blood 

pressure. 

Cholesterol (Chol) Chol represents the cholesterol level. 

FBS over 120 

(FBS) 

Fasting Blood Sugar > 120 mg/dl (0 

= False, 1 = True) refers to a method 

of categorizing blood sugar levels. 

EKG results 

(EKG) 

Electrocardiography (ECG) Test 

Results (Value 0-2) refers to a 

classification system used to interpret 

the results of an ECG test, which 

records the electrical activity of the 

heart. 

Max HR (MxHR) Maximum heart rate is reached 

Exercise angina 

(EA) 

Exercise-Induced Angina (0 = No, 1 

= Yes) refers to the presence or 

absence of chest pain or discomfort 

triggered by physical activity or 

exercise. 

ST depression 

(STD) 

ST Depression Caused by Exercise 

Rather Than Rest refers to a specific 

finding in an electrocardiogram 

(ECG) that indicates a possible heart 

condition 

Slope of ST (SST) Peak exercise ST segment slope 

(values 1-3) 

Number of vessels 

fluro (NVF) 

Number of large blood vessels 

stained by fluoroscopy (value 0-3) 

Thallium (Thal) Thallium stress test results (values 3, 

6, 7) 

Heart Disease 

(HD) 

Whether or not there is a risk of heart 

disease (Yes, None) 

https://www.kaggle.com/datasets/kapoorprakhar/cardio-health-risk-assessment-dataset/data
https://www.kaggle.com/datasets/kapoorprakhar/cardio-health-risk-assessment-dataset/data
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The amount of data used was 270 data. The target is the 

level of heart disease risk. An explanation of each 

feature can be seen in Table 1. Examples of the dataset 

can be seen in Table 2. 

The range of XGBoost hyperparameters could be seen 

Table 3.  The XGBoost hyperparameters are the 

learning rate, the maximum depth, the number of 

estimators, and the subsample. The learning rate in 

XGBoost determines the step size at each boosting 

iteration, where smaller values slow down the learning 

process and often require more trees for good 

performance, but can lead to better generalization. The 

maximum depth parameter controls the maximum 

depth of each individual decision tree, where deeper 

trees can capture more complex patterns but increase 

the risk of overfitting. The number of estimators 

specifies the total number of boosting rounds in the 

model, and while more estimators can improve 

performance, they also increase computation time and 

may cause overfitting without proper regularization or 

early stopping. The subsample parameter sets the 

fraction of the training data to be randomly sampled for 

growing each tree, which introduces randomness and 

helps prevent overfitting, especially when set to a value 

less than 1.0. 

Table 2. Example of dataset 

No Ag Sx CPT BP Chol FBS  EKG  
Mx 

HR 
EA STD SST NVF Thal HD 

1 70 1 4 130 322 0 2 109 0 2.4 2 3 3 Presence 

2 80 0 3 115 564 0 2 160 0 1.6 2 0 7 Absence 

3 55 1 2 124 261 0 0 141 0 0.3 1 0 7 Presence 

4 65 1 4 128 263 0 0 105 1 0.2 2 1 7 Absence 

5 45 0 2 120 269 0 2 121 1 0.2 1 1 3 Absence 

Table 3. XGboost hyperparameters range  

Hyperparameters Range 

Learning rate {0.01, 0.011, 0.012, … ,0.3} 

Max depth {3,4, 5, … ,10} 

Number of estimators {100,101,102, . . . ,1000} 

subsample {0.5,0.501, 0.502, . . . ,1.0} 

3.2. Data preprocessing 

The results of examining the dataset show that the 

dataset does not contain empty data so there is no need 

to handle empty data. The labels for the risk classes are 

string type so that the HD feature is labeled encoded to 

transform presence into 1 and absence into 0. Next, the 

data is subjected to Min-Max normalization techniques 

because the features in the dataset have different ranges.  

The Min-Max normalization technique transforms the 

values in a dataset into a certain range, usually between 

0 and 1, without changing the relative distribution of 

those values. This technique is useful so that all features 

in the dataset have the same scale. The equation for the 

Min-Max normalization technique for a value of 𝑥 can 

be seen in Equation 4. 

𝑥′ =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
                              (4) 

𝑥′ defines the normalized value and x defines the 

original value. 𝑥𝑚𝑖𝑛  and 𝑥𝑚𝑎𝑥  represent the minimum 

value and the maximum value for a feature in the 

dataset, respectively. The dataset after applying the 

Min-Max normalization technique could be seen Table 

4. It can be shown that all features have scale between 

0 and 1.  

Subsequently, the study data is separated into two 

groups: 30% for testing data and 70% for training data. 

Next, the amount of data in each risk class is calculated 

to see whether the data class is balanced or unbalanced. 

Figure 2 shows that the data is unbalanced ie. 55.56% 

for the non-risk class and 44.44% for the risk class. In 

order to balance the training data, this study used the 

Synthetic Minority Over-sampling Technique for 

Nominal and Continuous (SMOTE-NC).   

 

Figure 2. Bar chart of data distribution in each risk class 

Designed to handle datasets with mixed features, 

namely continuous and categorical characteristics, 

SMOTE-NC is a variation of the SMOTE (Synthetic 

Minority Over-sampling approach) approach. By using 

this method, the issue of class imbalance in a dataset, 

where the minority class has much less samples than the 

majority class, is resolved. How SMOTE-NC works 

could be defined into several steps. The first step in the 

SMOTE-NC method is to identify minority classes. 

SMOTE-NC first identifies minority classes in the 

dataset. The second step in the SMOTE-NC method is 

to choose the nearest neighbor. SMOTE-NC uses the k-

nearest neighbors (k-NN) algorithm to find several 

nearest neighbors in the minority class for each sample 

in the minority class. The third step in the SMOTE-NC 

method is create synthetic samples. The way of 

synthetic samples is calculated by feature type.  For 

continuous features, a synthetic sample is produced by 

linearly interpolating between the original sample and 

one of its neighbors. The equation for 𝑥synthetic 

continuous feature is represented by using Equation 5, 
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𝒙synthetic = 𝒙original + 𝜆(𝒙neighbor − 𝒙synthetic)      (5) 

where λ is a random number between 0 and 1. For 

categorical features, a synthetic sample's value is 

chosen from the most prevalent value (mode) for the 

categorical characteristic among the original sample 

and its neighbors. The last step is to set aside synthetic 

samples. The number of samples in the minority class 

is then increased by adding the generated synthetic 

samples to the dataset. 

 

Table 4. Example of dataset after applying Min-Max Normalization  

No Ag Sx CPT BP Chol FBS  EKG  
Mx  

HR 
EA STD SST NVF Thal HD 

1 0.80 1.0 1.00 0.34 0.45 0.00 1.00 0.29 0.00 0.39 0.50 1.00 0.00 1 

2 1.00 0.0 0.67 0.20 1.00 0.00 1.00 0.68 0.00 0.26 0.50 0.00 1.00 0 

3 0.51 1.0 0.33 0.28 0.31 0.00 0.00 0.53 0.00 0.05 0.00 0.00 1.00 1 

4 0.71 1.0 1.00 0.32 0.31 0.00 0.00 0.26 1.00 0.03 0.50 0.33 1.00 0 

5 0.31 0.0 0.33 0.25 0.33 0.00 1.00 0.38 1.00 0.03 0.00 0.33 0.00 0 

The training data after SMOTE-NC is distributed seems 

to have a balanced distribution, this can be seen in 

Figure 3. 

 

Figure 3. Bar chart of training data distribution after SMOTE-NC 

3.3. Building a Risk Classification Model 

The next stage after data preprocessing is to build a 

health risk classification model using XGBoost with 

BHO. BO is used because it offers a powerful and 

efficient method for optimizing complex functions. 

Compared to conventional optimization techniques, the 

BO approach is intended to determine a function's 

global optimum with fewer evaluations. BO can find 

global optima from an objective function with 

numerous optima, unlike local optimization techniques 

that might reach convergence to a local minimum [28]. 

This is especially useful in scenarios where function 

evaluation is expensive, such as hyperparameter tuning 

in ML models [29]. BO has an effective balance of 

exploration and exploitation [30] Because BO 

effectively searches the parameter space and 

concentrates on promising locations, it can drastically 

cut down on the number of function evaluations needed 

to discover the best solution [31]. Therefore, BO is very 

effective in using hyperparameter optimization in ML 

models such as XGBoost. XGBoost has many 

hyperparameters that can affect model performance, 

and finding the optimal combination of these 

hyperparameters can be a complex and time-consuming 

task. BO in optimizing hyperparameters in XGBoost 

could be divided in several steps. The first step is to 

define the objective function. The second step is to 

select the hyperparameters to be optimized. The last 

step is to use BO to optimize hyperparameters.  The 

objective function in this context is a model evaluation 

metric, accuracy is used as the objective function in this 

research. The pseudocode of the objective function can 

be seen in Pseudocode 1. The hyperparameters 

optimized in XGBoost can be seen in Table 4. 

Pseudocode 1. Objective function of XGboost 

hyperparameter optimization using BO. 

function objective (𝑝𝑎𝑟𝑎𝑚𝑠): 

𝐷𝑎𝑡𝑎𝑠𝑒𝑡 =  [( 𝑋𝑡𝑟𝑎𝑖𝑛, 𝑦𝑡𝑟𝑎𝑖𝑛), ( 𝑋𝑡𝑒𝑠𝑡, 𝑦𝑡𝑒𝑠𝑡)] 

Build XGBClassifier by using params. 𝑝𝑎𝑟𝑎𝑚𝑠 =
{𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑅𝑎𝑡𝑒, 𝑀𝑎𝑥𝐷𝑒𝑝𝑡, 
𝑁𝑢𝑚𝑏𝑒𝑟𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟, 𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒 } and Dataset.    

Calculate predts by evaluation 𝑋𝑡𝑒𝑠𝑡  on model. 

Calculate the accuracy of data testing. 

Return the accuracy of data testing. 

 

An explanation of how the XGBoost Classifier works 

can be stated in Algorithm 1. 

Algorithm 1. XGBoost Algorithm. 

Input training data 𝐷 =  {(𝒙₁, 𝑦₁), . . . , (𝒙ₙ, 𝑦ₙ)}, 

objective function (𝑂𝑏𝑗), learning rate η, the number 

of trees or the number of Estimator 𝑇,  regularization 

parameters (λ, γ), the maximum depth of trees and 

subsample ratio  

Initialize model with 𝐹₀(𝒙)  = 0 (or a constant 

prediction) 

For 𝑡 =  1 to 𝑇 (number of trees) do 

Calculating the gradient and hessian for the 

objective function by using Equations 6 and 7, 

respectively. 

𝑔ᵢ =  𝜕𝑂𝑏𝑗(𝑦ᵢ, 𝐹(𝒙ᵢ)) / 𝜕𝐹(𝒙ᵢ)            (6) 

 ℎᵢ =  𝜕²𝑂𝑏𝑗(𝑦ᵢ, 𝐹(𝒙ᵢ)) / 𝜕𝐹(𝒙ᵢ)²            (7) 

Construct a new tree (𝑇ₜ) to minimize the 

objective function. 

Start with one node (root). 

For each leaf node do 

Calculate the gain for all possible 

feature splits. 

Select the split with the highest gain. 

Add a split to the tree if obtained > γ 

(regularization term). 
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Continue until reaching max_depth or gain 

< γ for further split. 

Prune the tree: remove separations where the set 

gain is negative. 

Calculate the output value for each leaf node 

using Equation 8,        

𝑤𝑗 = − ∑ 𝑔𝑖 /(∑ 𝑔𝑖 + 𝜆)             (8) 

where 𝑤𝑗  is the weight of leaf 𝑗. 

Update the model by using Equation 9. 

`  𝐹ₜ(𝒙)  =  𝐹ₜ₋₁(𝒙)  +  𝜂 ∗  𝑇ₜ(𝒙)             (9) 

Output: Final model 𝐹𝑇(𝒙) 

A new tree is constructed using each data set's gradient 

and Hessian. By maximizing the gain, which is 

determined by the model complexity penalty (from the 

hessian) and the error reduction (from the gradient), the 

tree is constructed. Once the tree is built, branches with 

negative gain are removed to avoid overfitting. The 

model is updated by adding new trees that have been 

multiplied by the learning rate. Gradient and Hessian 

are used for faster and more stable optimization. The 

parameters λ and γ are useful for avoiding overfitting 

by adding a penalty to the model complexity. Tree 

Pruning is done by removing branches with negative 

gain to simplify the model and prevent overfitting. 

Learning Rate is used to control the size of the 

contribution of each new tree added to the ensemble 

model. 

3. Results and Discussions 

This section will discuss the experimental results and 

analyze the experimental results. Repeating 

experiments for the same parameters is very important 

to be conducted because the solutions produced the 

model of the risk classification in the health insurance 

by using XGBoost with BHO can vary from one 

experiment to another Repetition of experiment helps 

ensure that the results are consistent and not due to 

random chance or anomalies in the data. Repetition of 

experiment also helps in identifying and reducing errors 

or biases. It ensures that the findings are robust and not 

influenced by one-time mistakes or external factors. 

Repeating the experiment under the same conditions 

ensures that the results can be generalized to other 

similar scenarios, increasing the study's external 

validity.  By repeating experiments, statistical measures 

such as the mean, variance, and standard deviation 

could be calculated. It will help in determining the 

reliability and significance of the results. This research 

was repeated for each experiment 25 times. 

The distribution of experimental results produced is 

calculated using the average and standard deviation of 

accuracy, recall, precision and f1 score, as well as 

processing time. The average of accuracy, recall, 

precision and f1 score produced by the model of the risk 

classification in the health insurance using XGBoost 

with BHO and comparison methods are presented in 

Tables 5, 6, 7 and 8. Average of accuracy value of 

training data and testing data produced by the model of 

the risk classification in the health insurance using 

XGBoost with BHO is 1.000, 0.926, respectively. From 

Table 5, it also can be shown that the model of the risk 

classification in the health insurance using XGBoost 

with BHO give higher accuracy than all methods, such 

as ADABOOST, KNN, Linear Logistic, Multilayer 

Perceptron, Naïve Bayes Classifier Random Forest 

Classifier, SVM, DT, Histogram Gradient Boosting and 

XGBoost for training data and testing data. The other 

finding from Table 5 is that the ADABOOST, Random 

Forest Classifier, DT, XGBoost and Histogram 

Gradient Boosting achieve perfect accuracy on training 

data but decrease significantly on test data. This means 

that these methods experience overfitting.  It is really 

different with the model of the risk classification in the 

health insurance using XGBoost with BHO, it is able to 

reduce the difference in accuracy between training and 

testing data. It means that the proposed methods 

significantly reduce the overfitting problem in risk 

classification in health insurance. 

Table 5. Average of accuracy produced by using XGBoost with 

BHO and other methods for classifying Health insurance risks 

Method Training Test 

ADABOOST 0.972 0.778 

KNN 0.873 0.827 

Linear Logistic 0.854 0.852 

Multilayer Perceptron 0.876 0.836 

Naïve Bayes Classifier 0.863 0.864 

Random Forest Classifier 1.000 0.800 

SVM 0.882 0.827 

DT  1.000 0.734 

Histogram Gradient Boosting 1.000 0.741 

XGBoost 1.000 0.790 

XGBoost with BHO 1.000 0.926 

Table 6. Average of precision produced by using XGBoost with 

BHO and other methods for classifying Health insurance risks 

Method Training Test 

ADABOOST 0.972 0.779 

KNN 0.873 0.827 

Linear Logistic 0.854 0.853 

Multilayer Perceptron 0.877 0.836 

Naïve Bayes Classifier 0.864 0.867 

Random Forest Classifier 1.000 0.803 

SVM 0.882 0.827 

DT  1.000 0.734 

Histogram Gradient Boosting 1.000 0.742 

XGBoost 1.000 0.794 

XGBoost with BHO 1.000 0.920 

Table 7. Average of recall produced by using XGBoost with BHO 

and other methods for classifying Health insurance risks 

Method Training Test 

ADABOOST 0.972 0.772 

KNN 0.873 0.824 

Linear Logistic 0.854 0.849 

Multilayer Perceptron 0.876 0.834 

Naïve Bayes Classifier 0.863 0.860 

Random Forest Classifier 1.000 0.794 

SVM 0.882 0.824 

DT  1.000 0.729 

Histogram Gradient Boosting 1.000 0.733 

XGBoost 1.000 0.783 

XGBoost with BHO 1.000 0.928 
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From Tables 6, 7 and 8, it can be shown that the model 

of the risk classification in the health insurance using 

XGBoost with BHO also shows superiority in 

precision, recall, f1 score compared to others methods. 

It gives an average of precision on test data of 0.920, an 

average of recall on test data of 0.928, and an average 

of f1 score on test data of 0.923. The average of 

precision, recall and f1 score produced by proposed 

method on training data give the perfect values of 1.  

Similar with accuracy, the average of recall, precision 

and f1 score produced by the other methods, such as 

Random Forest Classifier, DT, XGBoost and 

Histogram Gradient Boosting are very varying, it shows 

large drops from training data to test data. These results 

indicate that the ADABOOST, Random Forest Classifier, 

DT, XGBoost and Histogram Gradient Boosting 

experience overfitting problem. From Tables 6, 7 and 8, 

it also can be shown that the model of the risk 

classification in the health insurance using XGBoost 

with BHO is able to reduce the difference in accuracy 

between training and testing data. This fact also show 

that the proposed methods significantly reduce the 

overfitting problem in risk classification in health 

insurance. 

Table 8. Average of f1-score produced by using XGboost with BHO 

and other methods for classifying Health insurance risks 

Method Training Testing 

ADABOOST 0.972 0.774 

KNN 0.873 0.825 

Linear Logistic 0.854 0.850 

Multilayer Perceptron 0.876 0.835 

Naïve Bayes Classifier 0.863 0.862 

Random Forest Classifier 1.000 0.796 

SVM 0.882 0.825 

DT  1.000 0.730 

Histogram Gradient Boosting 1.000 0.735 

XGBoost 1.000 0.785 

XGBoost with BHO 1.000 0.923 

Table 9. Standard deviation of accuracy produced by using XGboost 

with BHO and other methods for classifying Health insurance risks 

Method Training Testing 

ADABOOST 0.000 0.000 

KNN 0.000 0.000 

Linear Logistic 0.000 0.000 

Multilayer Perceptron 0.009 0.009 

Naïve Bayes Classifier 0.000 0.000 

Random Forest Classifier 0.000 0.009 

SVM 0.000 0.000 

DT  0.000 0.022 

Histogram Gradient Boosting 0.000 0.000 

XGBoost 0.000 0.000 

XGBoost with BHO 0.000 0.000 

While Tables 9, 10, 11 and 12, they show the standard 

deviation of accuracy, precision, recall and f1 score 

produced by using XGboost with BHO and other 

methods for classifying Health insurance risks. These 

results show that all methods give the small values of 

standard deviation, both for training and testing data. 

The small standard deviation implies that the 

performance metrics (accuracy, precision, recall, f1 

score) are not fluctuating significantly between 

different runs. This indicates that the models produce 

stable and reliable results. For health insurance risk 

classification, consistent performance is crucial as it 

ensures reliability in risk predictions, which can directly 

impact decision-making and policy formulation. The 

small standard deviations also provide confidence that 

the model will perform reliably in real-world 

applications, where stable predictions are critical. 

Table 10. Standard deviation of precision produced by using 

XGboost with BHO and other methods for classifying Health 

insurance risks 

Method Training Testing 

ADABOOST 0.000 0.000 

KNN 0.000 0.000 

Linear Logistic 0.000 0.000 

Multilayer Perceptron 0.009 0.010 

Naïve Bayes Classifier 0.000 0.000 

Random Forest Classifier 0.000 0.009 

SVM 0.000 0.000 

DT  0.000 0.022 

Histogram Gradient Boosting 0.000 0.000 

XGBoost 0.000 0.000 

XGBoost with BHO 0.000 0.000 

Table 11. Standard deviation of recall produced by using XGboost 

with BHO and other methods for classifying Health insurance risks 

Method Training Testing 

ADABOOST 0.000 0.000 
KNN 0.000 0.000 
Linear Logistic 0.000 0.000 
Multilayer Perceptron 0.009 0.009 
Naïve Bayes Classifier 0.000 0.000 
Random Forest Classifier 0.000 0.009 
SVM 0.000 0.000 
DT  0.000 0.022 
Histogram Gradient Boosting 0.000 0.000 
XGBoost 0.000 0.000 

XGBoost with BHO 0.000 0.000 

Table 12. Standard deviation of f1-score produced by using XGboost 

with BHO and other methods for classifying Health insurance risks 

Method Training Testing 

ADABOOST 0.000 0.000 

KNN 0.000 0.000 

Linear Logistic 0.000 0.000 

Multilayer Perceptron 0.009 0.009 

Naïve Bayes Classifier 0.000 0.000 

Random Forest Classifier 0.000 0.009 

SVM 0.000 0.000 

DT  0.000 0.022 

Histogram Gradient Boosting 0.000 0.000 

XGBoost 0.000 0.000 

XGBoost with BHO 0.000 0.000 

Table 13. Computation time produced by using XGboost with BHO 

and other methods for classifying Health insurance risks  

Method Training Testing 

ADABOOST 0.0688 0.0032 

KNN 0.0010 0.00149 

Linear Logistic 0.0033 0.00243 

Multilayer Perceptron 0.1663 0.03817 

Naïve Bayes Classifier 0.0011 0.00068 

Random Forest Classifier 0.1240 0.01558 

SVM 0.0025 0.00160 

DT  0.0012 0.00035 

Histogram Gradient Boosting 0.0563 0.00970 

XGBoost 0.0257 0.00146 

XGBoost with BHO 35.3158 0.71254 

Computation times for XGBoost with BHO and 

comparison methods can be shown in Table 13. 

Although, XGBoost with BHO for classifying health 
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risks requires less computing time is higher than all 

methods, but XGBoost with BHO gives the significant 

superior performance in key metrics like accuracy, 

precision, recall, and f1 score. The best performance in 

all these metrics suggests that the additional 

computational cost leads to significantly better 

classification results, which is often critical in high-

stakes fields like health insurance risk assessment. 

While XGBoost with BHO demands more 

computational resources, this may be acceptable or 

even preferable in scenarios where accuracy and 

reliability are more critical than processing time. If the 

method’s superior performance can potentially reduce 

costs or risks in the decision-making process (e.g., 

better risk classification leading to fewer claims or more 

appropriate premium settings), the higher computation 

time may be a worthwhile investment. 

4. Conclusions 

Based on the experimental results and analysis of 

experimental results, several conclusions were 

obtained, including that the Risk Classification Model 

in Health Insurance using XGBoost with BHO was 

successfully developed. BO is able to optimize the 

performance of the XGBoost method. Evaluation 

results show that the performance of the Risk 

Classification Model in Health Insurance using 

XGBoost with BHO is better than the ADABOOST, 

KNN, Linear Logistic, Multilayer Perceptron, Naïve 

Bayes Classifier, Random Forest Classifier, SVM, 

Decision Tree, Histogram Gradient Boosting and 

Standard XGboost for evaluation metrics accuracy, 

precision, recall, f1 score, but the computing time is 

quite large. All average of accuracy, precision, recall 

and f1-score produced by proposed method for training 

data are 1, while the average of accuracy, precision, 

recall and f1-score produced by proposed method for 

testing data are 0.926, 0.920, 0.928 and 0.923, 

respectively.  Although XGBoost with BHO requires 

more computing time compared to other methods, this 

trade-off is justified by its superior performance in key 

metrics like accuracy, precision, recall, and f1 score. The 

best performance in all these metrics suggests that the 

additional computational cost leads to significantly 

better classification results, which is often critical in 

high-stakes fields like health insurance risk assessment. 

The method’s superior performance can potentially 

reduce costs or risks in the decision-making process. 

The better risk classification leads to fewer claims or 

more appropriate premium settings. However, the 

improvement is still needed for obtaining the faster and 

more accurate method in the future. The decreasing of 

accuracy of the proposed method may be caused by the 

complex space searches, so BO gets trapped in local 

optima. To ovoid this problem, Swarm Intelligence 

could be considered in future research to solve this 

problem since Swarm Intelligence has better ability to 

escape local optima. Some studies also show that 

Swarm Intelligence is able to find the nearest optimal 

point with acceptable computational time. 
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