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Abstract  

Heart disease or cardiovascular disease is one of the leading causes of death in the world. Based on WHO data, in 2019, as 

many as 17.9 million people died from cardiovascular disease. If early prevention is not carried out immediately, of course, 

the victims will increase every year. Therefore, with the increasingly rapid development of technology, especially in the health 

sector, it is hoped that it can help medical personnel in treating patients suffering from various diseases, especially heart 

disease. So in this study, it will be more focused on the selection of relevant features or attributes to increase the accuracy 

value of the Machine Learning algorithm. The algorithms used include Random Forest and SVM. Meanwhile, for feature 

selection, several feature selection techniques are used, including information gain (IG), Chi-square (Chi2) and correlation 

feature selection (CFS). The use of these three techniques aims to obtain the main features so that they can minimize irrelevant 

features that can slow down the machine process. Based on the results of the experiment with a comparison of 70:30, it shows 

that CFS-SVM is superior by using nine features, which obtain the highest accuracy of 92.19%, while CFS-RF obtains the best 

value with eight features of 91.88%. By using feature selection and hyperparameter techniques, SVM obtained an increase of 

10.88%, and RF obtained an increase of 9.47%. Based on the performance of the model using the selected relevant features, 

it shows that the proposed CFS-SVM shows good and efficient performance in diagnosing heart disease. 
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1. Introduction  

The World Health Organization (WHO) estimates that 

17.9 million deaths occur globally each year  [1]. 

Although most people with heart or cardiovascular 

illness do not experience any symptoms, the condition 

can be very dangerous [2] Blood pressure, cholesterol, 

hyperglycemia, heart rate irregularities, lifestyle, and 

smoking habits are all factors associated with 

cardiovascular disease, which can be managed with 

medication and other preventative strategies [3]. 

However, medication cannot be used to treat 

characteristics, including age, race, and family history 

of cardiovascular disease [4].   

There are several classification algorithms that are still 

popularly used, such as Logistic Regression (LR), K-

Nearest Neighbors (KNN), Support Vector Machine 

(SVM), Decision Tree (DT), Random Forest (RF), and 

Extreme Gradient Boosting (XGB) [5]. Ahamad et al. 

predict heart disease to determine the level of accuracy 

of two datasets. The UCI Kaggle Cleveland dataset 

includes a total of 303 records with 14 attributes, and 

the comprehensive UCI Kaggle dataset (Cleveland, 

Hungary, Switzerland, and Long Beach V) includes a 

total of 1024 records with 14 features. Based on the 

research results, the first dataset showed that SVM 

obtained an accuracy of 87.91%, and Random Forest 

had an accuracy of 84.62%. While in the second dataset, 

the XGB showed the best accuracy at 99,03%. 

However, feature selection is still needed to determine 

the features that affect model accuracy.  

Spencer et al. [6] conducted a classification of heart 

disease using feature selection techniques as one of the 

optimizations to improve the validation of their research 

results. Among these models, the results of the study 

showed the best accuracy of 85% obtained from the 

Bayes Net-Chi-squared algorithm. The dataset used was 

heart disease, obtained from Kaggle, with a total of 720 

records and 14 features. Although they have used 

https://doi.org/10.29207/resti.v9i2.6175


 Hirmayanti, Ema Utami 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 9 No. 2 (2025)  

 

This is an open access article under the CC BY-4.0 license                                                                                 386 

 

feature selection techniques, they have not been able to 

explore the interactions between features that can affect 

heart disease predictions. 

Das et al. [7] in this study compared the XGBoost, 

Bagging, RF, DT, KNN and NB algorithms to predict 

heart disease based on clinical data from patients in the 

United States. The experimental results obtained the 

best accuracy from XGBoost, which was 91.30%. 

Although the research of Das et al. was able to reduce 

irrelevant features, which initially numbered 300 

features, to 18 relevant features. However, the study did 

not explore further the interactions between features 

that could be a potential for improving the model. 

According to Bhatt et al. [8] heart disease prediction 

using various algorithms was also conducted in this 

study using a real-world dataset taken from Kaggle 

totaling 70,000 cases. Based on the results of 

experiments using GridSearchCV hyperparameters, 

GridSearchCV can increase the accuracy of Random 

Forests by up to 0.5%. Although there is an increase in 

accuracy using hyperparameters in this study, it only 

considers features based on health lab results and has 

not explored other triggering factors such as genetics 

and lifestyle habits. 

The Random Forest and SVM algorithms, on average, 

provide the best performance in classifying heart 

disease. However, it is not yet possible to find out the 

features that are relevant to the accuracy value of each 

classification model based on feature selection, and 

descriptive analysis is still needed to solve this problem. 

One way to select features in a classification model is 

feature selection. Feature selection is a technique used 

to reduce the dimensionality of patterns for 

classification by selecting the most informative 

features, not irrelevant and/or redundant features [9].  

In the study of Noroozi et al. [10] They predicted heart 

disease using feature selection in the machine learning 

algorithm [10]. The dataset used was UCI Cleveland, 

with 303 cases with 14 attributes and the best accuracy 

at 85.5% from the Random Forest-CFS (Correlation 

Feature Selection) algorithm. Using the same dataset 

[11]Khurana et al. in their study predicted heart disease 

with the best performance of 83.41% using the SVM 

algorithm with Chi-square and Information Gain as 

feature selection. Research [5], [12] and [13] also 

concluded that chi-square works better than other 

feature selection techniques. While [14] obtains a 

superior CFS. 

Feature selection with traditional extraction often 

results in features that affect the classification model 

being lost. However, not only that, the removal of 

attributes can sometimes cause errors in decision 

making, due to the many considerations involved [15]. 

In addition, manual feature selection requires people 

who are experts or experts in their fields. Because if you 

choose the wrong feature, it can result in the loss of 

relevant features [5]. Not only that, manual feature 

selection also takes a long time and requires high 

concentration to maintain consistency in feature 

selection [1]. 

Therefore, to overcome this problem, this study will use 

a feature selection technique because by focusing on the 

main characteristics, the feature selection approach 

often produces better model performance compared to 

using raw data directly [16]. By using feature selection 

also to prevent overfitting, irrelevant features will be 

removed because they can slow down the machine's 

performance. To get maximum results, researchers will 

compare several feature selection techniques such as 

Chi-square, Information Gain and CFS (Correlation 

Feature Selection). To get accurate results, the dataset 

and classification model used are popular and superior 

models based on previous research. 

In order not to widen the research conducted, there are 

several limitations, such as the dataset used was 

collected from UCI Cleveland, the model used was 

Random Forest (RF) and Support Vector Machine 

(SVM) with the feature selection compared, namely 

CFS, chi-square and information gain. The model 

development was implemented with Google Colab 

using the Python language, with evaluation models 

using a confusion matrix. Finally, optimisation was 

carried out on the model using GridSearchCV 

hyperparameters to obtain accurate results, so that 

researchers can conduct descriptive analysis to 

determine the best feature selection technique in 

selecting relevant features in diagnosing heart disease. 

2. Research Methods 

This study compares the performance of feature 

selection in determining relevant features for machine 

learning models. To obtain balanced comparison 

results, popular and well-performing algorithms such as 

Random Forest and SVM are used. The flow of this 

study can be seen in Figure 1. Based on Figure 1, it can 

be seen that the first thing to do is select a dataset. The 

dataset used in this study is the same as in previous 

studies, namely the UCI Cleveland heart disease 

dataset, consisting of 303 cases with 14 attributes. The 

dataset can be accessed at the UCI Repository Machine 

Learning or by accessing this address: 

https://archive.ics.uci.edu/dataset/45/heart+disease .  

The next step is preprocessing, where the preprocessing 

results show that there are no missing values. Therefore, 

to prepare the dataset, researchers only perform 

preprocessing, including outliers, correlation, encoding, 

and data transformation. Here, encoding functions are 

used to change the value of the dataset from category to 

numeric, because there are two attributes whose values 

are found in the object, namely, ca and thal. While 

transformation data is used to change the target multi-

class into a binary class, this is done to improve 

machine performance. For more details, please see the 

research flow diagram in Figure 1. 

https://archive.ics.uci.edu/dataset/45/heart+disease
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Figure 1. Research Flow Diagram 

There are three feature selection techniques used, 

including Chi-square (Chi2), Information Gain (IG) and 

Correlation Feature Selection (CFS). Of all the features, 

researchers conducted three trials of the three feature 

selection techniques, namely starting from 10 features, 

9 features and 8 features, the results of which will later 

be compared with all features. The data split is done 

with a ratio of 70:30, 70% training data and 30% testing 

data. To handle unbalanced data, the SMOTE technique 

is used to obtain balanced data. 

After the dataset is ready to use, it is then applied to the 

Random Forest and SVM classification algorithms. 

Here, testing will be carried out to find relevant features 

based on the three feature selection techniques. The first 

thing to do is to apply all the features, and the second 

test will use each feature selected based on the three 

feature selection techniques, be it 10 features, 9 features 

and 8 features. And finally, to optimize the models, 

researchers use the GridSearchCV hyperparameter with 

k-fold 10. 

Random Forest is a machine learning method 

introduced in 2001 by Leo Breiman, this method uses a 

large series of Decision Tree structures with low mutual 

correlation and randomly selected features using the 

bagging method (Bootstrap AGGregatING) [17]. The 

selection of this model is based on the fact that Random 

Forest is widely considered one of the most successful 

and widely used Machine Learning methods to date 

[18]. Random Forest has been widely used and shows 

the best results [19]-[21]. Random Forest is widely used 

because it is simple and flexible [22]Random Forest is 

also capable of processing high-dimensional data, even 

though it uses a lot of data, its performance remains 

high when compared to other Machine Learning models 

[17]. 

SVM, first proposed in the mid-1990s [23]. While SVM 

is used to analyze data and recognize patterns, SVM 

was especially developed to perform classification, 

regression and novelty detection [24]. In simple terms, 

the concept of SVM is an effort to find the best 

hyperplane that functions as a separator of two classes 

in the input space [25]. In previous studies [26], [10], 

[11] SVM showed better performance than other 

machine learning models. Feature selection is widely 

used to eliminate irrelevant and redundant features. The 

feature selection method has its characteristics in 

selecting features, such as data type, data size and the 

presence of noise in the data [27]. The function of 

feature selection in this study is to improve model 

performance, reduce irrelevant features, so that it can 

reduce computational time and costs. 

The use of the Random Forest algorithm in this study 

aims to minimize the confusion of Random Forest in 

making decisions [28]. Therefore, this study uses a 

feature selection technique that aims to overcome these 

problems. Meanwhile, the SVM algorithm is an 

algorithm that has been widely compared and is 

superior to other popular algorithms, such as Logit 

Boost, MLM (Multivariate Linear Model) [10], ANN 

[26], and XGB [5]. 

CFS (Correlation-based Feature Selection) is a 

multivariate filter feature selection that works by 

selecting features based on correlation by measuring the 

relationship between two variables [29]. Irrelevant 

features will be ignored because they do not have a high 

correlation value [10]. The CFS used in this study is 

based on the Pearson correlation coefficient with 

Equation 1.  

𝑟 =
∑(𝑋−Ẋ)(Y−Ẏ)

√∑(𝑋−Ẋ )2 ∑(𝑌−Ẏ)2
                    (1) 

r is Pearson correlation, X is the first variable value, Y 

is the second variable value, Ẋ is the average of variable 

X, and Ẏ is the average of variable Y. 

Information Gain is a univariate filter feature selection 

that works by selecting features based on the reciprocal 

dependency between the feature and the target variable 

[11]. Information gain is also defined as the reduction 

of information uncertainty (entropy) based on certain 

features in the dataset. This feature selection is 

calculated using Equation 2. 

IG(D,A) = H(D) - H(D|A)              (2) 

IG(D,A) is information gain on dataset D with feature 

A, H(D) is entropy of dataset D, and H(D|A) is 

conditional entropy of dataset D given feature A. 

Chi-square is a filter feature selection that works by 

selecting features that are related to each other based on 



 Hirmayanti, Ema Utami 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 9 No. 2 (2025)  

 

This is an open access article under the CC BY-4.0 license                                                                                 388 

 

the target class [6]. The chi-square statistic is calculated 

by finding the difference between each observed 

frequency and the expected frequency for each possible 

outcome, squaring it, dividing it by the expected 

frequency, and summing the results [30]. So, the higher 

the chi-square value, the higher the relationship 

between the attribute and the target class. The formula 

for calculating chi-square is in Equation 3.  

𝑐ℎ𝑖 =  ∑
(𝑂𝑖−𝐸𝑖)2

𝐸𝑖
                 (3) 

chi2 is univariate statistics, Oi is the observed frequency 

is the actual frequency obtained from the dataset, and Ei 

is the expected frequency is the frequency that will 

occur if both variables are independent. 

SMOTE (Synthetic Minority Over-sampling 

Technique) is a method used to handle data imbalance. 

This method works by creating artificial data 

(synthesis) from k-nearest neighbors with the aim of 

improving class representation [31]. In the study [32], 

the SMOTE method performed better when compared 

to ADASYN. Meanwhile, optimising machine learning 

performance is often known as hyperparameters. 

Hyperparameters are one method to optimize the 

performance of each model by identifying the best 

parameters in the machine learning process [5]. This 

study uses the GridSearchCV approach as a 

hyperparameter optimization to improve model 

accuracy.  

3. Results and Discussions 

3.1 Results 

This study presents evaluation results based on (1) 

diagnosis using all features (without feature selection) 

in the classification algorithm, (2) identifying relevant 

features with accuracy values using feature selection 

techniques and (3) model performance using feature 

selection and GridSearchCV hyperparameters. This 

experiment was implemented using Google Colab with 

the Python language. The dataset used was 303 cases 

with 14 attributes, as in Tables 1 and 2. 

Table 1. Attribute for The Heart Disease Dataset 

Attribute Description Type Data 

Age Age Float  

Sex Gender  Float 

Cp Chest pain type Float 

Trestbps Resting blood pressure  Float 

Chol Cholesterol Float 

Fbs Fasting blood sugar > 120 mg/dl Float 

Restecg Rest ECG test Float 

Thalach  Maximum heart rate achieved Float 

Exang Exercise-induced angina Float 

Oldpeak ST depression induced by 

exercise relative to rest 

Float 

Slope Slope (ST depression) Float 

Ca Number of major vessels (0-3) 

colored by fluoroscopy 

Object 

Thal Thalassemia (hemolytic 

disease) 

Object 

Num  Diagnosis of heart disease Int 

 

Table 2. Attributes Description 

Attributes Description 

Age  Patient age 

Sex 1: male, 0: female 

Cp  1: typical angina, 2: atypical angina, 3: non-

anginal pain, 4: asymptomatic 

Trestbps  Resting blood pressure upon hospital admission, 

measured in mm/Hg. 

Chol Blood cholesterol level measured in mg/dL. 

Fbs  fasting blood sugar > 120 mg/dl, (1: true; 0: false) 

Restecg  0: normal, 1: having ST-T wave abnormality, 2: 

showing probable or definite left ventricular 

hypertrophy by Estes’ criteria 

Thalach  Max heart rate during exercise. 

Exang  1: yes, 0: no 

Oldpeak  ST depression induced by exercise relative to rest 

Slope  1: upsloping, 2: flat, 3: downsloping 

Ca 0-4 

Thal 3: normal, 6: fixed defect; 7: reversable defect 

Num  0: normal, 1: mild, 2: moderate, 3: several,  

4: very severe 

After preprocessing, the next step is to transform the 

data. Based on Table 2, num (target class) has 5 heart 

disease diagnosis labels, including 0: normal, 1: mild, 

2: moderate, 3: severe, and 4: very severe. Therefore, 

because the dataset contains multi-classes, the 

transformation function is performed to change the 

multi-class into binary in the dataset, so that the 

machine can easily understand the data used. For more 

details, see Table 3 for the differences in the dataset 

before and after transformation. 

Table 3. Data Transformation 

 Num (target class) 

Multiclass 0 1 2 3 4 

Total 164 55 36 35 13 

Binary 0 1 

Total 219 84 

SMOTE is used to handle imbalance in data in order to 

obtain balanced data for processing. Based on how 

SMOTE works, which has been explained previously, 

the synthetic data that is formed will be new data in the 

dataset. This synthetic data is formed on target class 

data 1 (true has heart disease), for more details, see 

Figure 2. 

 

Figure 2. Comparison Original Data with SMOTE 

By comparing 70% training data and 30% testing, 212 

training data were obtained with 153 class 0 and 59 

class 1. To handle this imbalance, SMOTE was used to 

obtain 153 class 0 and class 1. Next, feature selection is 
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carried out based on information gain, chi-square and 

correlation-based feature selection (CFS). 

3.1.1 Models with All Attributes 

In this study, the dataset testing used Random Forest 

and SVM models with a ratio of 70% training set and 

30% testing set, so that the accuracy results were 

obtained as in Figure 3.  

 

Figure 3. Comparison of Models with All Attributes 

Based on Figure 3, the evaluation results of each model 

are illustrated in Figure 3. In this study, researchers 

compared three feature selection techniques, including 

Chi2, IG, and CFS, applied to the Random Forest and 

SVM algorithms. By using 14 features (without feature 

selection) with “diagnosis” as the target class, Random 

Forest obtained the best performance with accuracy 

82%, precision 68%, recall 68%, and F1 score 68%. 

While SVM obtained results that were not much 

different, with accuracy 81%, precision 62%, recall 

80%, and F1 score 70%. 

3.1.2 Models with Feature Selection 

In testing the model using feature selection, researchers 

conducted experiments by trying several of the highest 

attributes (such as 10 attributes, 9 attributes and 8 

attributes) from each feature selection technique used. 

Each feature is measured based on the way each feature 

selection technique works, so that the results of the 

features obtained are also diverse.  

By using feature selection techniques to select features 

rather than manually selecting them, it can minimize 

errors in selecting relevant features. It can be seen in 

Figure xxx, from the three feature selection techniques 

that were compared, there were several similarities in 

features such as “oldpeak”, “ca”, “thal”, “cp”, 

“thalach”, “slope”, and “exang”. After that, there were 

also different features such as “chol”, if in the IG 

technique “chol” was ranked 1 and in the Chi2 

technique “chol” was ranked 10, but in the CFS 

technique “chol” was ranked 13 (last). The results of the 

feature selection calculation are sorted from the highest 

to the lowest value for each feature selection technique, 

as in Table 4. 

Each feature selection is tested three times with the 

number of attributes 10, 9 and 8. This is to determine 

the effect of the number of attributes on the accuracy of 

the models. By using the features selected based on the 

three feature choices, Table 5 shows the test results 

based on chi-square (Chi2), information gain (IG) and 

correlation feature selection (CFS). 

Table 4. Feature Selection Ranking Based on Feature Selection 

Techniques 

Ranking 
Feature Selection Techniques 

Chi2 IG CFS 

1 Oldpeak Chol Oldpeak 

2 Thalach Thalach Thal 

3 Ca Oldpeak Ca 

4 Exang Ca Thalach 

5 Cp Thal Cp 

6 Slope Cp Exang 

7 Thal Trestbps Slope 

8 Sex Slope Age 

9 Trestbps Age Sex 

10 Chol Exang Trestbps 

11 Restecg Sex Restecgs 

12 Fbs Restecg Fbs 

13 Age Fbs Chol 

After applying the three feature selection techniques to 

the model, the evaluation results were obtained as 

shown in Table 5. 

Table 5. Models' Performance Based on Feature Selection 

Techniques 

Models 
Selected 

Feature 

Number of Feature (%) 

10 9 8 

Random Forest 

IG 82,41 81,31 80,21 

Chi2 82,41 83,51 85,71 

CFS 82,41 83,51 82,41 

SVM 

IG 84,61 81,31 81,31 

Chi2 83,51 84,61 84,61 

CFS 82,41 85,71 84,61 

Based on Table 5, it can be concluded that the use of 

relevant features can produce higher accuracy than 

using all attributes (13 attributes, except num). The 

highest accuracy using all attributes was obtained from 

the Random Forest model of 82%, while using only 

eight features could achieve an accuracy of 85.71% in 

Random Forest. This shows that the use of feature 

selection can make the machine work efficiently and 

effectively. When compared with the results of 

accuracy with all features in random forest, a difference 

of 3.71% was found. 

3.1.3 Models with Feature Selection and 

Hyperparameter 

To improve the performance of the model in diagnosing 

heart disease, researchers also use GridSearchCV as a 

hyperparameter. As for the code on the Google Colab 

used in Figure 4.  

 

Figure 4. Code for Hyperparameter GridSearchCV Models 
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The best parameters obtained from RF include: 

{'criterion': 'gini', 'n_estimators': 100, 'random_state': 

0}. The best parameters of SVM include: {'C': 0.5, 

'kernel': 'rbf', 'random_state': 0}. 

The results of models using feature selection and 

hyperparameters are as in Table 6. 

Table 6. Performance of Feature Selection and Hyperparameters on 

Models 

Models 
Selected 

Feature 

Accuracy (%) 

10 9 8 

Random Forest 

IG 90,89 90,25 89,91 

Chi2 89,28 89,29 90,59 

CFS 90,26 90,91 91,88 

SVM 

IG 90,25 89,92 89,59 

Chi2 91,23 91,87 91,56 

CFS 91,55 92,19 91,55 

Table 6 shows that SVM using nine selected features 

based on CFS obtained the highest accuracy of 92.19%. 

When compared to Figure 3, the difference in 

improvement is 10.88% with k-10 fold cross-validation. 

Although SVM is superior here, Random Forest also 

provides the best performance with an accuracy of 

91.88%. When compared to Figure 3, which shows 

Random Forest obtaining the best score using eight 

features, Random Forest has an improvement by a 

difference of 9.47%. 

Based on the results of the experiment, considering the 

number of datasets and attributes in them, it can provide 

different results, because one attribute is definitely 

different from the other attributes. If you choose the 

wrong attribute, it can affect the accuracy of the model. 

However, choosing and using the right features can 

make the results more accurate. And by only focusing 

on certain features, it can speed up the performance of 

the model. This study still uses a dataset that includes 

little data, which affects the accuracy results. By using 

a large number of datasets and applying the feature 

selection technique along with the hyperparameters that 

we use, of course will get much better results. 

3.2 Discussion 

The accuracy of Machine Learning algorithms can be 

influenced by many factors, one of which is the use of 

features. After the researcher evaluated the results, it 

was found that not always using all the features would 

provide the best accuracy results. This study shows that 

using only a few relevant features can produce a higher 

level of accuracy than using all the features.  

Figure 5 shows the comparison results when the feature 

selection technique is optimised on the Random Forest 

and SVM algorithms. The use of nine relevant features 

obtained from CFS-SVM obtained the highest results, 

and Random Forest showed the best results with eight 

features from CFS. Thus, the performance of CFS-SVM 

is superior to other feature selection techniques. 

The increase in accuracy shows that the model works 

well, with the use of feature selection being able to help 

the machine process the dataset more efficiently in 

diagnosing heart disease. This study not only shows an 

increase in accuracy results, but also, by comparing 

feature selection techniques, can provide knowledge 

about which attributes or features influence the increase 

in accuracy values, and provide knowledge that, from 

the various feature selection techniques compared, CFS 

is known to be superior. 

 

Figure 5. Performance of Feature Selection and Hyperparameters on 

Models 

The Chi2 feature selection technique obtains the three 

lowest features with the same value, including restecg, 

fbs and age. However, in the CFS and IG feature 

selection techniques, all three features are taken into 

account. Therefore, it can be concluded that there is 

diversity in evaluating relevant features in diagnosing 

heart disease. The results of the model evaluation will 

later be influenced based on the selected features 

according to the diversity of the results of the feature 

selection calculation. 

Based on Table 7, by comparing our research results 

with previous studies, we found that Reddy et al. [13] 

predict heart disease using the Cleveland UCI dataset 

with the SMO (Sequential Minimal Optimization) 

model, their study compared several feature selections 

to obtain a better Chi-square with an accuracy of 

86.46%. Khurana et al. [11] predict heart disease using 

the NB, DT, LR, RF, SVM and KNN models. The 

dataset used was the Cleveland UCI, which also 

compared feature selection. The results showed the best 

performance with an accuracy of 83.41% from SVM-

Chi2 and IG. While the study [10] analyzed the effect 

of feature selection on machine learning performance. 

The study Noroozi et al. compared models (Bayes Net, 

NB, MLP, SVM, Logis Boost, J48 and RF) and feature 

selection techniques including CFS, IG, Gain Ratio, 

Relief and SU (Symmetrical Uncertainly), and obtained 

the best accuracy value of 85.5% from SVM-CFS, IG 

and SU. 

In the study [13] shows the best performance of SVM 

using eleven relevant features from Chi-Square 

measurement results with an accuracy of 86.46%. The 

features include thal, cp, ca, oldpeak, exang, thalach, 

slope, age, sex, restecg, and fbs. In this research by 
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Reddy et al., to handle the missing dataset on the 

attributes "ca" and "thal" are replaced with the majority 

of these values, namely 0 and 3. So that the dataset used 

remains intact (303 records, 14 attributes) without 

reducing the data at all. 

Table 7. Compare Our Work Results with the Previous Results 

Feature Selection Methods ML Algorithms Dataset Best Methods  Best Acc.  Year Reference  

CFS, Chi-square and ReliefF NB, LR, SMO, IBk/KNN, 

ABM1+DS, ADM1+LR, 

Bagging+REPTree, 

Bagging+LR, JRip and RF 

Cleveland SMO with Chi-

square 

86,46 (%) 2021 [13] 

Chi-square, Gain Ratio, 

Information Gain, One-R and 

Relief 

NB, DT, LR, RF, SVM, KNN Cleveland SVM with Chi-

square and 

Information 

Gain 

83,41 (%) 2021 [11] 

Filter methods (CSF, 

Information Gain, Gain Ratio, 

Relief, Symmetrical 

uncertainty), Wrapper 

(Forward and backward 

selection, Naïve Bayes, 

Decision tree, KNN, NN, 

SVM, Logistic regression), 

and evolutionary (PSO, ABC, 

and genetic algorithms) 

Bayes Net, Naïve Bayes 

(BN), multivariate linear 

model (MLM), (SVM), logit 

boost, j48 and  RF 

Cleveland SVM with CFS, 

Information 

Gain and 

Symmetrical 

Uncertainty 

85,5 (%) 2023 [10] 

Chi-square, Information Gain 

and CFS  

Random Forest and SVM Cleveland SVM with CFS 92,19 (%) 2024 Our study 

Meanwhile, in the study, Khurana et al. used nine 

features to obtain the best accuracy results of 83.41% 

[11]. These results were obtained from the SVM 

algorithm with Chi-square and Information Gain, which 

were superior to other feature selections. The nine 

features include thal, cp, ca, oldpeak, exang, thalach, 

slope, age and sex. 

In the study [10] obtained the best accuracy result of 

85.5% using SVM-Filter methods (CFS-IG-SU). 

Noroozi et al.'s study obtained ten features based on 

filter methods, including age, sex, cp, restecg, thalach, 

exang, oldpeak, ca, thal, slope. In the Cleveland dataset 

used, 6 missing values were detected, which were then 

dropped, so that a clean dataset of 297 was obtained.  

In our study, when compared to previous studies, it can 

be said to be superior based on the accuracy results and 

based on the number of features used, namely with nine 

features including oldpeak, thal, ca, thalach, cp, exang, 

slope, age and sex. In our study, no missing values were 

found in the dataset, but there were category values 

which we then replaced by converting them to numeric 

form using the encoding function. We hope that there 

will be more future studies discussing feature selection 

techniques, because feature selection is very helpful in 

determining relevant features and affecting the 

accuracy results of Machine Learning. 

4. Conclusions 

The conclusion of this study, after testing and obtaining 

evaluation results, it can be concluded that the use of 

feature selection techniques and hyperparameters can 

increase the accuracy value of the Machine Learning 

model used, especially in the SVM algorithm. The 

feature selection techniques compared include Chi-

square (Chi2), Information Gain (IG) and Correlation 

Feature Selection (CFS) which are implemented in the 

Random Forest and SVM classification algorithms. 

Based on the evaluation results, CFS is superior to the 

SVM algorithm with an accuracy of 92.19%, while 

Random Forest obtains the best results from CFS as 

much as 91.88%. In this study, the CFS feature selection 

technique and hyperparameters were able to increase 

the accuracy of SVM by 10.88% and increase Random 

Forest by 9.47%. The nine relevant features selected 

based on CFS-SVM include oldpeak, thal, ca, thalach, 

cp, exang, slope, age, and sex. We can conclude that 

using the nine features from CFS can improve the 

performance of SVM and make CFS superior to other 

feature selection techniques. For further research, we 

suggest exploring more datasets with larger numbers so 

that we can find more diverse features in diagnosing 

heart disease. We hope that the use of feature selection 

will continue to be developed by trying new algorithms 

to further explore which features can affect Machine 

Learning performance. 
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