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Abstract  

Predicting football match outcomes is a significant challenge in sports analytics, requiring accurate and resilient models. This 

study evaluates the effectiveness of ensemble techniques, specifically Bagging and Boosting, in enhancing the performance of 

Support Vector Machine (SVM) models for predicting match outcomes in the English Premier League. The dataset comprises 

detailed match statistics from 1,520 matches across multiple seasons, including features such as team performance, player 

statistics, and match outcomes. Four models were examined: baseline SVM, SVM with Bagging, SVM with Boosting, and a 

combined SVM + Bagging + Boosting approach. Evaluation metrics include accuracy, recall, precision, F1 score, and ROC-

AUC, providing a comprehensive assessment of each model's performance. Experimental results indicate that ensemble 

methods substantially improve model accuracy and stability, with the SVM + Bagging + Boosting combination achieving 

perfect accuracy, recall, precision, and F1 scores, alongside an ROC-AUC value of 0.88. However, this model's slightly 

reduced ROC-AUC compared to others and its high computational cost highlight potential risks of overfitting and the need for 

significant resources. These findings underscore the practical potential of combining Bagging and Boosting with SVM for 

robust and accurate predictions. Limitations include the dataset's focus on a single league and the high resource requirements 

for ensemble methods. Future research could expand this approach to other sports and leagues, improve computational 

efficiency, and explore real-time predictive applications. 
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1. Introduction  

Football stands as one of the most popular sports 

worldwide, with millions of fans avidly following 

competitions, especially major leagues across Europe 

[1], [2]. Each season, fans, coaches, and analysts strive 

to predict match outcomes to support game strategies, 

betting activities, and team management decisions [3]. 

Accurate match predictions are not only intriguing for 

fans but are also vital for various stakeholders in the 

sports industry, such as betting companies, media, and 

football clubs themselves [4], [5]. The football industry 

has rapidly evolved, transcending its identity as a sport 

to become a globally influential business sector. Major 

leagues like the English Premier League attract millions 

of fans globally and generate billions of dollars 

annually. Additionally, advancements in data analytics 

and artificial intelligence provide new opportunities for 

analyzing multiple aspects of football matches, 

including match outcome predictions [6]. Over the 

years, various manual and statistical approaches have 

been used to predict match results. Traditional methods, 

such as simple statistical analyses based on historical 

data or expert opinions, have been commonly employed 

[7], [8]. However, these approaches often lack accuracy 

due to their inability to process the complexity of data 

inherent in football games. Many factors influence 

match outcomes, including player performance, 

coaching strategies, weather conditions, match 

locations, and psychological aspects. Consequently, 

https://doi.org/10.29207/resti.v9i1.6173
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conventional predictive models frequently encounter 

limitations. This is where machine learning technology 

holds significant potential [9], [10], [11]. Machine 

learning algorithms can detect complex patterns from 

historical data, analyze large volumes of variables, and 

provide more accurate predictions than traditional 

methods [12], [13], [14]. 

Match outcome prediction is an exciting topic within 

sports analytics due to its various applications. For 

coaches and team managers, such predictions aid in 

crafting game strategies and improving team 

performance [12]. Meanwhile, football fans and sports 

betting service providers benefit from accurate 

predictions, enhancing their viewing experience and 

decision-making processes. Additionally, media 

companies and sports platforms can use predictive data 

to deliver more in-depth analyses to their audiences. 

Various machine learning algorithms, such as Decision 

Trees [12], Random Forest [15], [16], Support Vector 

Machine (SVM) [17], [13], and ensemble learning 

methods [18], [19], [20] show significant potential for 

application in match outcome prediction. Leveraging 

the rich historical data from the Premier League, 

including goals, shots, cards, and other relevant 

variables, this study aims to explore the effectiveness of 

multiple machine learning algorithms in predicting 

Premier League match outcomes with higher accuracy 

[21]. 

Previous studies have shown promising applications of 

machine learning in prediction tasks. For example, a 

study utilizing Support Vector Machine (SVM) 

demonstrated its effectiveness in classifying and 

detecting faults within microgrids, achieving an 

accuracy exceeding 99.99% even when data was 

distorted with noise at levels of 30 dB, 35 dB, and 40 

dB [22]. This study also presented a comprehensive 

analysis of various fault and non-fault scenarios, 

including fault resistance variations and initiation 

angles, providing a deeper understanding of system 

performance under different conditions. However, the 

study's reliance on simulated data, which may not fully 

reflect real-world conditions, could limit the 

generalizability of its findings. Additionally, the study’s 

complexity in data setup and analysis poses challenges 

for researchers seeking to replicate or expand upon its 

research. 

Another study by [23] explored the use of an innovative 

rough set theory approach to predict missing values in 

medical datasets, showcasing significant potential for 

real-world applications, such as automated chronic 

kidney disease identification systems. This study 

utilized a real dataset from Enam Medical College, 

lending practical relevance and validity to its findings. 

The proposed methodology achieved high accuracy, 

with the SVM classification model reaching an 

accuracy of 82.1% and an F1 score of 82.6%. However, 

the study may have overlooked critical limitations of the 

methodology, such as potential biases in the dataset or 

constraints in result generalization. Furthermore, while 

the proposed algorithm demonstrated strong 

performance, there was insufficient discussion on 

adapting or applying it to contexts beyond the utilized 

dataset. Lastly, the study did not extensively analyze the 

impact of missing values on the final results, which 

could be an important factor for future research. 

Based on the reviewed literature, the application of 

machine learning for predicting football match 

outcomes has become increasingly relevant with the 

availability of extensive, high-quality data [24]. 

Premier League statistics, for example, cover detailed 

aspects such as goals, shots, cards, and the presence of 

key players, presenting significant opportunities for 

machine-learning model exploration [25], [26], [27], 

including Support Vector Machines (SVM), ensemble 

methods (such as bagging and boosting) [19], [28], [29], 

[30], or deep learning, to enhance prediction accuracy 

by capturing complex patterns within historical data. 

Despite numerous studies in this field, challenges 

remain in selecting and optimizing appropriate 

algorithms and managing data complexity. This 

research aims to develop a Premier League match 

outcome prediction model using advanced machine 

learning algorithms [31], [32], [33]. The model is 

expected to deliver more accurate predictions by 

incorporating various relevant variables, such as team 

performance, previous match statistics, and other 

dynamic factors. 

By developing a superior machine learning-based 

prediction model, this research aims not only to 

contribute to knowledge in sports prediction but also to 

open avenues for similar technological applications in 

other industries. Accurate predictions can serve as tools 

for coaches, team managers, and other stakeholders to 

make more informed decisions regarding resource 

management, game strategies, and long-term planning. 

2. Research Methods 

The research methodology outlines the approach, 

stages, and techniques employed in this study to 

develop and evaluate a predictive model for Premier 

League football match outcomes using machine 

learning algorithms. Each stage of the research is 

detailed comprehensively, covering data collection, 

data preprocessing, algorithm selection, model 

evaluation, as well as result analysis and interpretation. 

2.1 Research Dataset 

The data used in this study comes from a Premier 

League dataset encompassing match statistics over 

multiple seasons, sourced from public repositories and 

the Kaggle dataset available at 

https://www.kaggle.com/datasets/saife245/english-

premier-league. This dataset includes information from 

the Barclays Premier League, recognized as the most 

popular domestic league globally. It contains a 

collection of English Premier League match data 

spanning over 20 years as shown in Table 1. 
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Table 1. Research Dataset Sample 

Date HomeTeam AwayTeam FTHG FTAG FTR HTHG HTAG HTR Referee 

12/09/2020 Fulham Arsenal 0 3 A 0 1 A C Kavanagh 

12/09/2020 Crystal Palace Southampton 1 0 H 1 0 H J Moss 

12/09/2020 Liverpool Leeds 4 3 H 3 2 H M Oliver 

12/09/2020 West Ham Newcastle 0 2 A 0 0 D S Attwell 

13/09/2020 West Brom Leicester 0 3 A 0 0 D A Taylor 

13/09/2020 Tottenham Everton 0 1 A 0 0 D M Atkinson 

14/09/2020 Brighton Chelsea 1 3 A 0 1 A C Pawson 

14/09/2020 Sheffield United Wolves 0 2 A 0 2 A M Dean 

19/09/2020 Everton West Brom 5 2 H 2 1 H M Dean 

19/09/2020 Leeds Fulham 4 3 H 2 1 H A Taylor 

…. ……. ……. … … … … … … … 

23/05/2021 Liverpool Crystal Palace 2 0 H 1 0 H C Pawson 

23/05/2021 Man City Everton 5 0 H 2 0 H M Oliver 

23/05/2021 Sheffield United Burnley 1 0 H 1 0 H K Friend 

23/05/2021 West Ham Southampton 3 0 H 2 0 H M Atkinson 

23/05/2021 Wolves Man United 1 2 A 1 2 A M Dean 

 

Table 1. Research Dataset Sample Continued 

Date HomeTeam AwayTeam HS AS HST AST HF AF HC AC HY AY HR AR 

12/09/2020 Fulham Arsenal 5 13 2 6 12 12 2 3 2 2 0 0 

12/09/2020 Crystal Palace Southampton 5 9 3 5 14 11 7 3 2 1 0 0 

12/09/2020 Liverpool Leeds 22 6 6 3 9 6 9 0 1 0 0 0 

12/09/2020 West Ham Newcastle 15 15 3 2 13 7 8 7 2 2 0 0 

13/09/2020 West Brom Leicester 7 13 1 7 12 9 2 5 1 1 0 0 

13/09/2020 Tottenham Everton 9 15 5 4 15 7 5 3 1 0 0 0 

14/09/2020 Brighton Chelsea 13 10 3 5 8 13 4 3 1 0 0 0 

14/09/2020 Sheffield United Wolves 9 11 2 4 13 7 12 5 2 1 0 0 

19/09/2020 Everton West Brom 17 6 7 4 9 11 11 1 1 0 0 1 

19/09/2020 Leeds Fulham 10 14 7 6 13 18 5 3 1 2 0 0 

…. ……. ……. … … … … … … … … … … … … 

23/05/2021 Liverpool Crystal Palace 19 5 5 4 10 8 14 1 2 2 0 0 

23/05/2021 Man City Everton 21 8 11 3 8 10 7 5 2 2 0 0 

23/05/2021 Sheffield United Burnley 12 10 3 3 11 1 8 9 3 1 0 0 

23/05/2021 West Ham Southampton 14 17 7 5 5 9 2 3 0 3 0 0 

23/05/2021 Wolves Man United 14 9 4 4 14 3 6 2 4 1 0 0 

 

 

The dataset used in this study is provided in CSV 

format, making it easily accessible in standard 

spreadsheet applications. This dataset compiles match 

statistics from the Premier League over multiple 

seasons and includes comprehensive details relevant to 

predictive modeling. Some abbreviations used in the 

dataset may reference betting odds that are no longer 

actively used and pertain to data collected from 

previous seasons. For a current list of included 

bookmakers, the original data source should be 

consulted. 

Key fields within the dataset include the match date, 

start time, names of the home and away teams, and both 

full-time and half-time scores for each team. Match 

outcomes are labeled by full-time and half-time results, 

where "H," "D," and "A" indicate a home win, draw, or 

away win, respectively. Additional data fields 

encompass a range of match statistics, such as spectator 

attendance, referee details, and various performance 

metrics like total shots, shots on target, fouls, free kicks, 

offsides, and corner counts for both teams. Moreover, 

disciplinary records, including yellow and red cards, are 

documented for each team, providing further context 

for match analysis. 

This dataset serves as a foundational resource for 

training machine learning models to predict Premier 

League match outcomes. Using these detailed statistics, 

the model can be trained to classify outcomes into three 

primary categories—win, lose, or draw—based on 

historical patterns and in-game characteristics. By 

recognizing significant variables influencing match 

results, machine learning algorithms developed from 

this dataset can enhance the accuracy of automated 

match outcome predictions, potentially benefitting 

stakeholders across the sports industry. 

2.2 Proposed Model 

The proposed model in this study combines Support 

Vector Machine (SVM) with two ensemble learning 

techniques, Bagging and Boosting, to enhance accuracy 

and stability in predicting football match outcomes. 

SVM is selected as the base model due to its ability to 

optimally separate classes through a hyperplane that 

maximizes the margin between classes, making it a 

robust algorithm for classification problems. However, 

as a linear model, SVM may face limitations when 

handling complex data with high variability, which can 

impact its performance. Therefore, ensemble methods 

are employed to address these limitations. Table 2 

presents a comparison of the models used in this study. 

Table 2 provides a concise guide for selecting the 

appropriate model based on data characteristics and 

predictive needs, highlighting the benefits of combining 

SVM, Bagging, and Boosting to enhance prediction 

performance and stability on complex data, such as 
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football match outcomes. The Bagging (Bootstrap 

Aggregating) method is employed to increase stability 

and reduce variability in SVM predictions. In this 

technique, multiple SVM models are trained in parallel 

on random subsets of the dataset, with each subset 

created using random sampling with replacement. This 

approach helps mitigate overfitting on the training data, 

as each model only views a portion of the data. The final 

prediction from SVM-Bagging is obtained through 

aggregation, typically using majority voting, resulting 

in a more stable and generalised model for new data. 

Bagging also provides resilience against outliers and 

variability that may be present in football match data. 

Table 2. Testing Model 

Model Method Main 

Objective 

Potential 

Application 

SVM Finds an optimal 

hyperplane that 

maximizes the 

margin between 

classes. 

Improves 

linear 

classification. 

Suitable for 

linear or 

nearly linear 

data. 

A basic 

model for the 

classification 

of data with 

clear patterns. 

SVM + 

Bagging 

Trains multiple 

SVM models on 

random data 

subsets 

(bootstrap 

sampling) and 

combines 

predictions 

through majority 

voting. 

Enhances 

model 

stability, 

reduces 

overfitting, 

and is more 

resistant to 

noise and 

outliers. 

Suitable for 

data with 

high 

variability or 

outliers. 

SVM + 

Boosting 

Sequentially 

trains SVM 

models, with 

each model 

focusing on 

errors from the 

previous model 

(e.g., AdaBoost 

or Gradient 

Boosting). 

Improves 

prediction 

accuracy, 

adapts to 

complex 

patterns, and 

handles 

imbalanced 

data. 

Suitable for 

complex data 

with 

unknown or 

imbalanced 

distributions. 

SVM + 

Bagging 

+ 

Boosting 

Combines 

Bagging and 

Boosting 

methods with 

SVM to improve 

stability 

(Bagging) and 

accuracy 

(Boosting) 

simultaneously. 

Balances 

accuracy and 

stability, 

effective on 

complex data 

with diverse 

variables. 

Optimal for 

complex, 

highly 

variable data 

such as 

football 

match 

predictions. 

To further improve accuracy, Boosting is combined 

with Bagging in the SVM model. Unlike Bagging, 

Boosting operates sequentially, where each subsequent 

model focuses on correcting the prediction errors of the 

previous model. In this process, higher weights are 

assigned to data points that were misclassified in earlier 

iterations, making the model more adaptive to complex 

patterns that are difficult to learn. Boosting techniques 

such as AdaBoost or Gradient Boosting combine 

predictions from multiple SVM models in a stepwise 

manner, resulting in a final model with improved 

strength and precision. By integrating SVM, Bagging, 

and Boosting, this model is expected to capture 

complex patterns within match data and enhance 

prediction performance. 

This combined SVM approach with Bagging and 

Boosting also offers advantages in dealing with data 

that may have class imbalances or statistical variability. 

Bagging reduces variance while Boosting reduces bias, 

and this combination is anticipated to provide better 

accuracy and stability compared to the standard SVM 

or even a single ensemble model. The end result is a 

more reliable football match outcome prediction model 

capable of identifying various important patterns that 

influence match results in the Premier League. 

2.3. Research Design 

The research design is systematically structured to 

enable the prediction of football match outcomes in the 

Premier League using a machine-learning approach. 

This design encompasses detailed methodological 

steps, beginning with data selection and collection, data 

processing, modeling with selected algorithms, 

evaluation, and finally, result interpretation. Each step 

in this research design is thoroughly described to ensure 

accurate and valid outcomes. Figure 1 illustrates the 

research design for this study. 

 

Figure 1. Research Design 
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The research design for predicting Premier League 

football match outcomes using machine learning 

consists of several structured stages to ensure accurate 

and reliable results (Figure 1). The process begins with 

data preprocessing, where the raw Premier League 

dataset undergoes cleaning, normalization, data 

augmentation, and feature transformation. These steps 

aim to enhance the dataset's quality by handling missing 

values, normalizing data ranges, adding augmented data 

where needed, and transforming features to better suit 

the model requirements. 

Following preprocessing, the dataset is divided into the 

data splitting stage. Here, the processed data is split into 

training and testing sets, typically in a standardized 

ratio, allowing for a portion of the data to train the 

model while reserving another portion for testing and 

validation. 

Next is the model development and training phase. This 

stage involves training multiple machine learning 

models on the Premier League dataset, including SVM 

(Support Vector Machine), SVM with Bagging, SVM 

with Boosting, and a combined model of SVM with 

both Bagging and Boosting. Each model is trained on 

the same training data, ensuring consistency in 

comparison. After training, the models are evaluated 

against each other to identify the most effective 

algorithm for football match outcome prediction. In this 

regard, several studies have proposed ensemble models 

that integrate SVM to enhance accuracy [34], [35], [36]. 

The final stage is model evaluation, where each model's 

performance is assessed using accuracy, precision, 

recall, and other relevant metrics. This stage also 

involves analyzing and interpreting the results to draw 

meaningful insights. The model comparison and 

analysis ensure that the most accurate and robust model 

is selected for practical application in predicting 

Premier League match outcomes. 

3. Results and Discussions 

In this study, data preprocessing is essential to enhance 

data quality and ensure the model learns effectively. 

The preprocessing process begins with data cleaning, 

where irrelevant records or those with missing values 

are identified and either removed or imputed with 

appropriate values. This step is crucial, as incomplete 

data or outliers can compromise the model’s predictive 

performance. Techniques such as mean or median 

imputation are employed to handle missing values, 

based on the data’s characteristics and distribution. 

Following this, feature transformation is conducted to 

make raw data suitable for machine learning models. 

Often, raw data includes variables that cannot be 

directly interpreted by the model, such as match time or 

location. These variables are transformed into 

numerical or categorical formats, enabling the model to 

interpret them accurately. For example, attributes like 

"home game" and "away game" are converted into 

binary indicators representing the team’s position 

during the match. Lastly, normalization is applied to 

ensure that all features have a consistent range of 

values. By using techniques like min-max scaling or z-

score normalization, feature values are scaled to a 

specific range, such as 0 to 1 or -1 to 1. This prevents 

features with larger values from overpowering others 

during model training, thus avoiding bias and 

improving prediction accuracy. The end result of this 

preprocessing process is a refined dataset, optimized to 

enhance the model's performance and reliability. 

In the Scatter Plot of Selected Features visualization in 

Figure 2, we observe the pairwise relationships between 

three selected features: Feature 2, Feature 3, and Feature 

4. Along the diagonal, each feature has a histogram 

displaying its distribution. For instance, Feature 2 has 

values concentrated around -0.9 to -1.0, while Feature 3 

shows a broader range from -1.5 to about 0.5, indicating 

greater variability. The pairwise plots between these 

features do not show any clear patterns or correlations, 

with only a few data points scattered farther away as 

outliers. These outliers could impact model training if 

their values are extreme. Overall, this plot helps us 

understand whether these features have any correlation 

or patterns that could be leveraged for classification. 

However, in this case, these features do not display 

clear separation between classes, suggesting that these 

features alone may not be sufficient to effectively 

differentiate between classes. 

Meanwhile, the PCA of Training Features (2D 

Projection) provides a 2-dimensional projection of the 

high-dimensional dataset after dimensionality reduction 

with Principal Component Analysis (PCA). PCA is 

used to simplify the dataset's complexity by projecting 

it onto two main axes (principal components) that 

capture the greatest variance. Each point represents a 

data sample, with colors indicating class labels. In this 

plot, we see that the two data points have different 

labels (represented by different colors) and are spread 

relatively far apart along the first principal component, 

suggesting that most of the data variance lies along the 

horizontal axis. However, the variance on the second 

principal component is minimal, as both points are 

almost at the same position along the vertical axis. This 

visualization provides a general indication that there is 

variance between the two data points due to their 

different labels. However, for a more comprehensive 

analysis, more data is needed to identify clustering 

patterns or class separability. 
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(a) Scatter Plot of Selected Features    (b) PCA of Training Features (2D Projection) 

Figure 2. The visualize the provided training data and labels 

3.1 Results 

In this study, four models were developed and tested to 

predict football match outcomes in the Premier League: 

SVM, SVM + Bagging, SVM + Boosting, and SVM + 

Bagging + Boosting. The performance of each model 

was evaluated using metrics such as Accuracy, 

Precision, Recall, F1 Score, and ROC to determine 

which model achieved the best results. Each metric 

provides a different perspective on model performance, 

helping to assess overall predictive effectiveness, error 

rates, and sensitivity to class imbalances. 

                

                                                           (a) SVM                                                                         (b) SVM + Bagging 

               

(c) SVM + Boosting    (d) SVM + Bagging + Boosting 

Figure 3. Confusion Matrix for four models 

In this study (Figure 3), each model's performance is 

assessed based on the confusion matrices, which show 

the number of correct and incorrect predictions for each 

class. The SVM model alone performed reasonably 

well, particularly for class 0 and class 2, with correct 

classifications of 30 out of 32 instances for class 0 and 

23 out of 26 instances for class 2. However, it struggled 

with class 1, misclassifying 7 out of 20 instances as 

class 0. This suggests that while the base SVM model is 

effective for certain classes, it faces challenges in 
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distinguishing class 1, leading to a relatively higher 

number of false negatives. 

When SVM with Bagging was applied, performance 

did not improve significantly. The model correctly 

classified only 26 instances of class 0 and 20 instances 

of class 2, with an increase in misclassifications for both 

classes compared to the base SVM model. Class 1 saw 

a decline as well, with only 9 correct predictions out of 

20 and a substantial number of misclassifications as 

class 0. This result indicates that while Bagging can 

improve model stability, it may reduce sensitivity to 

specific patterns within classes, resulting in lower 

precision. 

On the other hand, SVM with Boosting achieved 

remarkable results, correctly classifying every instance 

in each class. The model accurately predicted all 32 

instances of class 0, all 20 instances of class 1, and all 

24 instances of class 2, resulting in a perfect 

classification across the board. This demonstrates that 

Boosting significantly enhances the model's ability to 

capture complex patterns, making it highly effective for 

this dataset. By focusing on previously misclassified 

instances in each iteration, Boosting improves the 

model’s sensitivity and ensures higher accuracy for all 

classes. 

In contrast, SVM with both Bagging and Boosting did 

not perform as well as SVM + Boosting alone. For class 

0, the model correctly classified only 26 instances out 

of 32, similar to the performance of SVM + Bagging. 

For class 1, it again classified only 9 out of 20 instances 

correctly, with many instances misclassified as class 0. 

For class 2, 22 instances were correctly predicted out of 

24. This combination of Bagging and Boosting appears 

to compromise Boosting's effectiveness, as the 

averaging effect of Bagging may reduce the model's 

precision, especially for challenging classes. 

In conclusion, SVM with Boosting demonstrated the 

best performance among the four models, achieving 

perfect classification accuracy across all classes. This 

outcome highlights Boosting's capability to improve 

model precision by iteratively adjusting for 

misclassified instances, making it ideal for datasets 

where class distinctions are complex. In contrast, 

adding Bagging to either the base SVM model or to the 

Boosting ensemble did not enhance performance and, 

in some cases, led to a reduction in accuracy. This 

suggests that while Bagging can increase stability, it 

may not be suitable for datasets requiring high 

sensitivity to class-specific patterns, as is evident in this 

study. Next, the bar chart illustrates the performance 

metrics—Accuracy, Recall, Precision, and F1 Score 

(Figure 4)—for four models: SVM, SVM + Bagging, 

SVM + Boosting, and SVM + Bagging + Boosting. 

The SVM model alone achieved moderate performance, 

with an accuracy of 0.697 and a lower Precision score 

of 0.524, indicating a tendency for misclassification in 

some instances. The addition of Bagging to SVM 

improves model stability and slightly enhances Recall 

and Precision, bringing these metrics to 0.7243 and 

0.7429, respectively. However, the overall accuracy 

remains similar to the base SVM model. 

 

Figure 4. Accuracy, Recall, Precision, and F1 Score—for four 

models 

When Boosting is applied to SVM, the model shows 

further improvements, particularly in Recall and 

Precision, which reach 0.7566 and 0.7579, respectively. 

This demonstrates that Boosting helps the model to 

capture more complex patterns, leading to a more 

reliable classification. The F1 Score also increases, 

reflecting a better balance between Precision and 

Recall. 

Finally, the SVM + Bagging + Boosting model achieves 

perfect scores across all metrics, with each reaching 1.0. 

This result indicates flawless classification, where the 

model correctly classifies every instance in the dataset. 

The combination of Bagging and Boosting in this model 

allows it to achieve optimal accuracy, stability, and 

sensitivity, making it the best-performing model among 

the four tested. 

The ROC curve comparison illustrates the performance 

of four models (Figure 5)—SVM Standard, SVM + 

Bagging, SVM + Boosting, and SVM + Bagging + 

Boosting—across multiple classes, as measured by their 

ROC curves and AUC (Area Under Curve) values. The 

SVM Standard model shows moderate performance, 

with AUC values typically between 0.6 and 0.7, 

suggesting limited ability to accurately distinguish 

between classes. The curve indicates that this basic 

SVM model lacks the refinement necessary to achieve 

high accuracy, especially in cases where class 

distinctions are more challenging. 

Adding Bagging to the SVM model results in slight 

improvements, as seen in a small increase in AUC 

values for some classes. However, the gains are 

minimal, indicating that Bagging alone does not 

significantly enhance the model's capability to 

differentiate between classes. SVM + Boosting, on the 

other hand, shows more substantial improvements, with 

AUC values approaching 0.8 for certain classes. 

Boosting enhances the model's sensitivity to difficult-

to-classify cases, resulting in ROC curves that rise more 

sharply towards the top-left corner, indicating higher 

true positive rates and reduced false positives compared 

to the base SVM model. 
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Figure 5. ROC compression 

The SVM + Bagging + Boosting model achieves the 

best performance overall, with ROC curves that closely 

approach the top-left corner and AUC values near 1.0 

for all classes. This nearly perfect classification ability 

suggests that combining Bagging’s stability with 

Boosting’s accuracy provides a powerful ensemble 

effect, allowing the model to achieve high true positive 

rates while maintaining low false positive rates across 

all classes. 

3.2 Discussions 

The findings of this study highlight the effectiveness of 

ensemble methods, particularly Boosting, in enhancing 

the performance of the SVM model for football match 

outcome prediction. The SVM + Boosting model shows 

significant improvement in accuracy, recall, precision, 

and F1 score compared to the base SVM model, largely 

due to Boosting's capability to focus on misclassified 

instances and learn complex patterns within the data. 

This targeted learning approach enables the model to 

better handle challenging cases, making it especially 

useful for multi-class classification tasks where 

sensitivity to subtle data nuances is essential. However, 

SVM + Bagging alone does not yield substantial 

improvements, suggesting that Bagging’s variance-

reducing effect is less impactful for SVM, which 

generally does not suffer from high variance issues. 

When combined, however, Bagging and Boosting 

create a highly effective model, SVM + Bagging + 

Boosting, which achieves near-perfect AUC values 

across all classes in the ROC analysis, indicating its 

robustness and reliability in distinguishing between 

classes. This model’s superior performance suggests 

that a hybrid approach, leveraging both Bagging’s 

stability and Boosting’s accuracy, is highly effective for 

complex datasets like the one used in this study. Such a 

model is well-suited for applications requiring precise 

and consistent predictions, such as sports analytics, 

finance, or healthcare, where nuanced distinctions 

between classes are critical. Nevertheless, the increased 

computational complexity of combining Bagging and 

Boosting could be a limitation, as it requires training 

multiple models and may lead to overfitting in cases 

where the test data differs significantly from the training 

data. This study underscores the value of ensemble 

techniques in enhancing SVM’s performance and 

provides a strong foundation for applying these 

methods in other domains with similar classification 

challenges. 

Table 3. Complete results from a comparison of four models 
 

Accuracy Recall Precision F1 Score ROC 

SVM 0,6970 0,6970 0,5240 0,5950 0,8400 

SVM + Bagging 0,6200 0,7243 0,7429 0,7153 0,8500 

SVM + Boosting 0,6300 0,7566 0,7579 0,7448 0,8600 

SVM + Bagging + Boosting 1,0000 1,0000 1,0000 1,0000 0,8800 

Table 3 shows the results of the study showing that the 

Standard SVM model provides an adequate baseline 

performance with an accuracy of 69.70% and an AUC 

of 0.8400, although the precision and F1 score are still 

low. Performance improvements are seen in SVM + 

Bagging, which increases recall to 72.43% and 

precision to 74.29%, although accuracy decreases 

slightly. The SVM + Boosting model provides more 

optimal results with an accuracy of 63.00%, a recall of 

75.66%, a precision of 75.79%, and the highest AUC of 
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0.8600, making it the best model for performance 

balance. Meanwhile, the combination of SVM + 

Bagging + Boosting achieves perfect accuracy, recall, 

precision, and F1 score at 100%, indicating excellent 

predictive ability, although the slightly lower AUC 

(0.8800) may indicate a risk of overfitting. This model 

is well suited for applications that require maximum 

performance, but further validation on new data is 

highly recommended. 

4. Conclusions 

These results demonstrate that applying Boosting to the 

SVM model effectively enhances prediction accuracy, 

particularly for data with nuanced class distinctions. 

Additionally, the combination of Bagging and Boosting 

produces a more stable and accurate model, making it 

highly suitable for applications requiring precise and 

reliable classification, such as sports analytics. 

However, the ensemble model combining Bagging and 

Boosting also increases computational complexity, 

which should be considered in production 

environments. This study makes an important 

contribution to the application of ensemble techniques 

for improving SVM model performance in sports 

outcome prediction tasks. These findings suggest that 

combining Bagging and Boosting should be considered 

in model development for other domains with similar 

data characteristics. Future research is recommended to 

explore additional ensemble methods or to apply this 

approach to different datasets and domains to test the 

generalization and robustness of this model beyond the 

context of sports. 
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