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Abstract  

The pervasive issue of fake news spreading rapidly on online platforms. causing a concerning dissemination of misinformation. 

The influence of fake news has become a pressing social problem, shaping public opinion in important events such as elections. 

This research focuses on detecting and classifying fake news using the Random Forest algorithm by investigating the impact 

of feature extraction techniques on classification accuracy, this study specifically employs the TF-IDF method. For this 

purpose, we used 44,898 English-language articles from the ISOT fake news dataset. The dataset is cleaned using tokenization 

and stemming then split into 75% training and 25% testing. The TF-IDF vectorizer technique was applied to convert text into 

numeric as feature extraction. This study has implemented a Random Forest classifier to predict real and fake news. The 

proposed model contributes to overall classification precision by comparing it to the existing models. This fake news detection 

highlights the efficacy of the TF-IDF vectorizer and Random Forest combination which achieved an impressive accuracy rate 

of 99.0%. This contribution highlights an effective strategy for combating misinformation through precise text classification. 
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1. Introduction  

In an era dominated by digitalization, the rise of fake 

news has become a pressing social problem, spreading 

misinformation rapidly through various online 

platforms [1]. Apart from the direct impact of loss of 

trust, the harmful influence of fake news also extends to 

shaping public opinion and influencing important 

events such as elections [2]. In response to this problem, 

machine learning can be a solution for classifying and 

filtering fake news. Machine learning has many 

algorithms and one of them is random forest. The 

random forest process is carried out by combining 

decision trees with training on the dataset. Previous 

research has discussed several algorithm models that 

utilize various feature extraction and machine learning 

for fake news classification [3], [4], [5], [6], [7]. 

However, due to the limited availability of data sets and 

the imbalance between negative and positive classes, 

the performance of the evaluation results of accuracy 

values may still be improved. 

Previous research has discussed the classification of 

fake news. [3], proposed the use of n-gram models and 

various feature extraction techniques to classify fake 

news. From the research results, it was found that the 

model evaluation performance reached an accuracy 

value of 92% respectively. Researchers used unigram 

features with Linear Support Vector Machine (LSVM) 

to produce the best accuracy performance. However, 

the results of this research may still be improved. 

Research conducted by the researcher [4] discussed the 

application of four machine learning techniques to 

identify fake reviews, namely: naïve Bayes, support 

vector machine (SVM), random forest (RF), and 

adaptive boost. For the feature extraction, it is used TF-

IDF method. Their experimental results show that the 

RF technique produces superior performance with an 

accuracy of 95%, which is 3% better than [3]. 

Researchers [4] suggested the importance of cleaning 

datasets that had a significant effect on the results. 

Furthermore, researcher [5] proposed a classification 

model based on the BERT method by assembled 

learning and text sentiment analysis to identify 

https://doi.org/10.29207/resti.v8i6.6017
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dangerous news. These two methods aim to help readers 

recognize dangerous news and evaluate the neutrality of 

information. From the research results, the F1 score 

performance was 66.3%. Meanwhile, research [6] 

presents a new semi-supervised framework that 

combines Convolutional Neural Networks (CNN) with 

the concept of self-assembling. The research leverages 

linguistic and stylometric information from annotated 

news articles while exploring patterns in unlabeled data. 

The results of this research achieved an accuracy of 

97.45% respectively. However, the dataset used only 

50% of the labeled articles, the dataset came from 

Kaggle fake news dataset. In addition, the latest 

researcher [7] classified fake news based on the CNN 

method and feature extraction using the Easy Data 

Augmentation (EDA) technique. The dataset used in 

their research is 1000 Indonesian news articles. The 

EDA technique applied feature extraction such as 

random deletion, random insertion, random exchange, 

and synonymous replacement. Their experimental 

results achieved an accuracy of 82.61% respectively. 

However, their research may still be improved. 

Collectively, these existing studies highlighted the 

diversity of fake news classification approach by 

demonstrate the effectiveness of different algorithms 

and techniques. Although the result achieved high 

accuracy, the varying results underscore the influence 

of data set characteristics and algorithm in efforts to 

combat the spread of false information [8].  

This research highlights its differences from previous 

research by significantly advances the field of fake 

news detection by underlining the importance of feature 

extraction. By investigating the impact of feature 

extraction can improve the classification accuracy [3]. 

Researchers not only underline the need to utilize 

Random Forest with appropriate feature extraction 

techniques, but also emphasize the potential social 

impact. Implementing updated fake news detection 

systems has the potential to effectively mitigate the 

spread of misinformation, safeguard information 

integrity and digital society [9]. Random forest provides 

good predictions on data and the ability to overcome 

overfitting [10]. This can be achieved using ensemble 

learning and randomization of variation in decision 

trees [11]. Random forest also provides an estimate of 

the importance of each feature in modeling that 

influences prediction results [12]. The combination of 

ensemble learning and decision trees proves that 

Random Forest is effective in a variety of modeling 

tasks. This invites a broader understanding of the 

evolving dynamics of information dissemination and 

ethical considerations surrounding the digital world 

[13]. By contributing diverse insights and innovative 

strategies, this research serves as a catalyst for ongoing 

efforts to fortify the digital landscape against the threat 

of fake news, thereby strengthening the foundations of 

trustworthy and resilient digital discourse. 

Recognizing this impact, the need arises for efficient 

techniques to detect and counter fake news [4]. By 

investigating various kinds of fake news detection 

utilizing RF-based methods, the interaction of various 

feature extraction techniques influences the accuracy 

[14]. The main goal of the previous research is to find 

out the most effective technique in selecting relevant 

features, thereby improving the overall performance of 

the fake news detection system [8]. To achieve the 

objectives of our research, we used a carefully curated 

dataset, consisting of real and fake news articles, which 

served as a platform for training and testing RF 

classifiers. The classification performance assessment 

uses evaluation metrics such as accuracy, precision, 

recall, and F1-score. The comprehensive evaluation of 

the classification accurately differentiates between real 

news and fake news [6]. Some of experimental findings 

conclusively confirm the potential of Random Forest 

classification, especially when coupled with feature 

extraction methods, resulting in better accuracy rates 

[5]. The elaborately selected features capture the typical 

characteristics of fake news articles, thereby 

strengthening the overall classification performance 

[15].  

Based on the problems described, this research is 

organized as follows. Second subsection present the 

research methods used. Third subsection discusses the 

result and analysis in classification method and 

discussion. The experimental result and suggestions for 

further research are shown in last subsection concludes 

the paper. 

2. Research Methods 

The research methodology employed in this study is 

quantitative, focusing on the analysis of numerical data 

to draw statistical inferences and conclusions. The 

dataset used in this research were hoax news and factual 

news from Information Security and Object 

Technology (ISOT) project at the University of Victoria 

[13]. Prior to analysis, the dataset undergoes 

preprocessing steps, including tokenization and 

stemming, to standardize and clean the data. The TF-

IDF Vectorizer technique is then applied for feature 

extraction, enhancing the model's ability to identify 

significant terms within the dataset. TF-IDF can 

minimize noise and enhance the overall quality of data 

obtained from text data. the alternative approaches 

exhibit limitations in successfully capturing contextual 

information and introduce biases in the data as a result 

of their large model size and limited training data.This 

process contributes to the overall precision of the 

classification process by ensuring that relevant features 

are appropriately weighted. 

Subsequently, the dataset is divided into training and 

test sets, with 75% of the data allocated for training and 

25% for testing. The Random Forest classification 

algorithm is then employed to classify the news articles 

based on their content, enabling the proposed model to 

discern between Truthful news and hoax news. 

Following classification, an evaluation is conducted to 
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measure the performance of the system using a 

confusion matrix. 

 

Figure 1. Research Flow  

This evaluation provides insights into the accuracy and 

efficacy of the classification process, highlighting the 

proposed model's ability to correctly classify news 

articles as either genuine or hoax. The experimental 

result than compared with the existing model to the 

output of the research includes the classification results 

of the test data, indicating which news articles are 

classified as genuine and which are classified as hoax. 

The research flow system architecture is illustrated in 

Figure 1. 

2.1 Dataset 

The dataset consists of 44,898 English-language 

articles. There is a 21,417 dataset of valid news articles 

across two distinct topics: politics news and world 

news. There is a 23,481 dataset hoax news articles 

across five distinct topics: news, politics, left news, 

government news, and US news. The following graph 

compares the number of fake news and true news 

samples are shown in Figure 2. The dataset is 

specifically designed for fake news detection research 

and can be accessed through the following link [16]. 

 

             (a)     (b)                 (c) 

Figure 2. Dataset Collection Graph (a) Fake: hoax news; (b) True: truthful news; (c) Total fake and true news 

 

Figure 3. Sample Dataset 

The ISOT dataset provides a valuable resource for 

investigating the problem of fake news and evaluating 

the performance of different classification models [17]. 

It contains a diverse collection of news articles, both 

genuine and fake, which can be used for training and 

testing purposes. By utilizing this dataset, we aim to 

enhance our understanding of fake news detection and 

contribute to the development of effective detection 

techniques. The availability of such datasets is crucial 

for advancing research in this area and developing 

robust solutions to mitigate the spread of 

misinformation in online environments, a sample of the 

available datasets can be seen in Figure 3. 

2.2 Pre processing 

Tokenizing and stemming methods are widely used in 

text processing, natural language processing, and text 

analysis. In text processing, tokenization is used to 

separate words or other units in text, while stemming is 

used to change words to their basic form so that they 

can be processed efficiently [3]. Both of these 

techniques help in preparing the text for further 

analysis, such as text classification, topic modeling or 

information extraction show in Figure 4. 
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(a) 

 
(b) 

Figure 3. Pre-Processing (a) Before; (b) After 

2.3 Feature Extraction 

This method converts text into a numeric representation 

suitable for machine learning models. The TF-IDF 

weighting scheme combines Term Frequency (TF), 

reflecting word frequency within a document, and 

Inverse Document Frequency (IDF), indicating how 

unique or common a word is across the entire collection 

of documents [3]. TF-IDF was selected over 

embeddings like Word2Vec or FastText because it 

captures the significance of each term within a specific 

context, making it well-suited for tasks where 

document-specific term importance is crucial [18]. 

Unlike Word2Vec or FastText, which focus more on 

semantic relationships between words, TF-IDF offers a 

straightforward approach to emphasize discriminative 

terms, which can improve classification performance in 

contexts where understanding document uniqueness is 

key. The TF-IDF Vectorizer calculates the value for 

each word, generating a numeric vector that represents 

the document [19], with each vector component 

indicating the term’s importance within that document 

[15]. 

2.4 Random Forest Classification 

The Random Forest method is a method in machine 

learning that is used to perform classification and 

regression [20]. This method is based on the concept of 

ensemble learning, in which several decision tree 

models are combined to produce the final prediction. 

The steps in using the Random Forest model 

include[10]: 

Formation of a number of decision trees formed using 

bootstrap aggregating (bagging) techniques. Bagging 

selects a number of random samples with replacement 

from the original dataset to form a training set for each 

decision tree [21]. Each decision tree will have the 

variance obtained from this random sample. 

Each decision tree is built by dividing the dataset into 

smaller subsets based on existing features [22]. This 

process is carried out recursively until it reaches a 

stopping condition, such as reaching the maximum 

number of nodes or reaching the maximum depth. 

After all decision trees have been built, predictions 

from each decision tree are taken. In classification, 

majority voting is used to determine the final 

prediction, whereas in regression, the average 

prediction of each decision tree is taken as the final 

prediction [23]. 

Finally, the performance of the Random Forest model 

is evaluated using appropriate evaluation metrics, such 

as accuracy, precision, recall, and F1-score. This helps 

in measuring the extent to which the model can classify 

or regress correctly [24]. 

The steps for the Random Forest algorithm begin with 

selecting random data points from the training data. 

This involves randomly selecting K data points with 

replacement, ensuring that each subset may contain 

duplicate samples from the original dataset. Next, a 

decision tree is constructed using these K selected data 

points. This tree is built by recursively splitting the data 

based on a subset of features chosen at each node, 

optimizing for the best separation according to a 

criterion like Gini impurity for classification or mean 

squared error for regression. The Gini impurity G for a 

node is calculated by Equation 1. 

𝐺 = 1 − ∑ 𝑃𝑖
2𝐶

𝑖=1                       (1) 

𝑃𝑖 is the probability of a data point belonging to class i 

and C is the total number of classes (1). Before 

repeating the selection and tree construction steps, the 

number of trees (NTree) to be created must be 

determined. This number, a hyperparameter, influences 

the ensemble's overall performance and robustness. 

Once the number of trees is set, steps one and two are 

repeated NTree times to build a forest of decision trees. 

For making predictions, each of the NTree decision 

trees provides a prediction for a new data point. In 

classification tasks, the final prediction �̂� for a data 

point x is determined by majority voting among the 

trees. If 𝑇𝑖(𝑥) is the prediction of the i-th tree for data 

point x, the final prediction is formulated by Equation 

2. 

�̂� = 𝑚𝑜𝑑𝑒{𝑇1(𝑥), 𝑇2(𝑥), … , 𝑇𝑁𝑇𝑟𝑒𝑒(𝑥)}            (2) 

In regression tasks, the final prediction �̂� is the average 

of all the predicted values from the trees which is 

defined by Equation 3. 

�̂� =
1

𝑁𝑇𝑟𝑒𝑒
∑ 𝑇𝑖(𝑥)𝑁𝑇𝑟𝑒𝑒

𝑖=1                (3) 

This ensemble approach helps improve the accuracy 

and stability of the model's predictions. 

3. Result and Discussion 

After the dataset is determined, the researcher carries 

out random Shuffling Frame Data, which serves to 

randomize the order of data frames, ensuring that the 



 Dhani Ariatmanto, Anggi Muhammad Rifai 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 8 No. 6 (2024)  

 

This is an open access article under the CC BY-4.0 license                                                                                 734 

 

model does not learn any unintended patterns from the 

sequence of the data. This step is crucial to prevent any 

potential bias and improve the generalization of the 

model. The process can be seen in Figure 5. 

 
(a) 

 
(b) 

Figure 5. (a) Before Random Shuffling Frame Data; (b) After 

Random Shuffing Frame Data 

The next step is tokenizing process, it’s break down the 

text into smaller units called tokens. The tokenizing 

process begins with a function such as re.sub("\\W", 

" ", text), which replaces non-alphanumeric 

characters with spaces. Tokenization is essential for 

breaking down the text into individual words or tokens 

that the model can process. For stemming, the process 

involved text.lower(), which converts all the text to 

lowercase. While not a formal stemming algorithm, this 

is a simple way to reduce word variations by treating 

uppercase and lowercase letters equally. However, no 

specific stemming algorithms, such as the Porter 

Stemmer or Snowball Stemmer, were used in this step. 

Instead, the wordopt function simplifies the text 

without further morphological reduction. Before and 

after tokenizing and stemming show in Figure 6. 

 
(a) 

 
(b) 

Figure 6. (a) Before tokenizing and stemming; (b) After tokenizing 

and stemming 

We proceed to the Feature Extractions stage with the 

TF-IDF Vectorizer which aims to convert text into a 

numerical representation that can be used in machine 

learning models. Furthermore, we divided the datasets 

by 75% for training and 25% for random testing. The 

random forest algorithm classified fake news to find out 

whether the model can recognize and distinguish the 

fake news appropriately and accurately. 

3.1 Evaluation Performance Matrix 

The evaluation performance is essential to determine 

the model's results accurately. We evaluated the 

Random Forest algorithm using a confusion matrix, as 

it provides a detailed breakdown of true positives, true 

negatives, false positives, and false negatives, offering 

a more comprehensive understanding of the model's 

performance on individual classification metrics. 

Unlike cross-validation, which provides an average 

accuracy across multiple folds, the confusion matrix 

allows us to pinpoint the model's strengths and 

weaknesses in distinguishing between fake news and 

truthful news. The ability to identify and classify news 

effectively can be observed in Figure 7. 

 

Figure 7. Confusion Matrik, 0 = fake news; 1= real news 

From Figure 7, It shows that 5759 fake news test 

datasets were correctly identified as fake news and 81 

data was misidentified as fake news. For the real news 

test dataset, 5315 real news were correctly identified as 

real news and 65 data was misidentified as real news. 

To investigate the classify performance, we used four 

metrics evaluation based on the number of True 

Positives (TP), False Positives (FP), True Negatives 

(TN) and False Negatives (FN) in the predictions of the 

binary classifiers: 

Accuracy, which is the percentage of True (i.e. correct) 

predictions. 

Recall, which captures the ability of the classifier to find 

all the positive samples. 

Precision, which is the ability of the classifier not to 

label a negative sample positive. 
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The score, which is the harmonic mean of precision and 

recall, computes values in the range [0,1]. 

Equations 4-7 compute the metrics: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
             (4) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
             (5) 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (6) 

𝐹1𝑠𝑐𝑜𝑟𝑒 =  
2∗(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑟𝑒𝑐𝑎𝑙𝑙)

𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
             (7) 

The proposed model result performance metrics of the 

Random Forest model is listed in Table 1. 

Table 1. Results of Random Forest model 

Metrics Result 

Accuracy 0.99 

Precision 0.99 

Recall 0.99 

F1 Score 0.99 

Referring to Table 1, the proposed Random Forest 

model with TF-IDF vectorizer can achieved accuracy of 

0.99 respectively. This indicated that the proposed 

model show high ability and effectiveness in term of 

fake news classification. 

3.2 Comparison Result 

In order to get a better understanding of the result, our 

proposed Random Forest model based on TF-IDF 

vectorizer is compared with the other existing models. 

The existing models used implemented different 

extraction features than the proposed model as seen in 

Table 2. 

Table 2. Results of Random Forest model 

Author Feature Model Accuracy 

[3] TF-IDF LSV 0.9200 

[25] TF-IDF SVM 0.9505 

[12] TF-IDF BI-LSTM 0.9151 

Ours  TF-IDF Vectorizer RF 0.9900 

Referring to Table 2, the proposed model produces 

higher accuracy value compared with models by 

Ahmed et.al [3], Shaik and Patil [25] and Sharma et.al 

[12]. The visual comparison accuracy are shown in 

Figure 8. 

The Proposed model out performed existing models by 

Shaik and Patil [25] in term of accuracy by 0.04 

respectively. The result demonstrated that the proposed 

RF model able to classified good test accuracy of fake 

news under 25% datasets.  

The proposed model applied TF-IDF vectorizer to 

convert text into a numerical representation. Before 

training the model, the dataset was pre-processed by 

feature class target, cleansing data, random shuffling 

frame data and splitting data. The result obtained from 

the training model is accuracy and confusion matrix.  

Classified fake news using the impact of feature 

extraction TF-IDF vectorizer has better performance 

compared to the existing models. This show that the 

proposed model is a suitable for fake news 

classification. Furthermore, using different feature 

extraction techniques, like word embeddings, could 

improve the model's resilience and avoid overfitting. 

 

Figure 8. Comparison of accuracy value between models by Ahmed 

et.al [3], Shaik and Patil [25], Sherma et.al [12] and Proposed 

model. 

4. Conclusion 

This research presented Random Forest algorithm for 

fake news classification. A dataset was obtained from 

ISOT dataset. The proposed model based on the impact 

of TF-IDF vectorizer. In this model, tokenizing and 

stemming are used to separate and change words to 

basic form. Pre-processed is carried out by feature class 

target, cleansing data, random shuffling frame data and 

splitting data. The result demonstrate that the proposed 

model produces high accuracy value of classification 

fake news than the existing schemes. The result show 

that our model maintains the accuracy with a quality 

value of 0.99. 
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