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Abstract  

Wood carving is a cultural heritage with deep meaning and significance for the Toraja ethnic group's culture. By understanding 

the meaning of each Toraja carving, both tourists and the local community can gain knowledge about Toraja culture, thereby 

preserving and maintaining the culture amidst modern developments. Image processing approaches, particularly the 

development of Convolutional Neural Networks (CNN), offer a solution for extracting information from the diverse and 

intricate patterns of Toraja wood carvings. This study is highly significant as it implements a deep learning model using the 

CNN algorithm optimized with the ResNet50 architecture. The methodology in this study involves adjusting the batch size 

during the model training phase and applying weak-to-strong pixel transformation during the double threshold hysteresis 

phase in the Canny Feature Extraction process on the edges of Toraja carving images, resulting in ResNet50 architecture 

accurately recognizing the patterns of Toraja wood carvings. The results demonstrate significant improvements in the 

performance of the ResNet50 architecture with the preprocessed dataset. average precision, recall, precision, and F1-Score 

improvements in each Toraja carving class. For the Pa' Lulun Pao class, it was found that the precision and recall values were 

0.94, and the F1-Score was 0.94. The Pa’ Somba class also showed good results, with a precision value of 0.9697, a recall of 

0.96, and an F1-Score of 0.9648. The Pa’ Tangke Lumu class showed even better results, with a precision value of 0.9898, a 

recall of 0.97, and an F1-Score of 0.9798. The Pa’ Tumuru class also demonstrated good performance, with a precision value 

of 0.9327, a recall of 0.97, and an F1-Score of 0.9500. This study not only underscores the effectiveness of processing in 

enhancing CNN capabilities but also opens opportunities for further research in applying these methods to various image types 

and exploring different CNN architectures for a more comprehensive understanding. 
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1. Introduction  

Feature extraction mechanisms are used to generate 

more information about the images which helps us to 

have an idea of what a particular image is talking about 

or referring to. Convolutional Neural Networks (CNN) 

development opens up a huge area in the image 

classification and object detection [1].  

The tongkonan houses of Ke'te Kesu are based on the 

work by contemporary Torajan woodcarvers, in a 

tradition passed down from their ancestors [2]. The 

carvings enhance the character of this vernacular house 

which is visited by Torajan art and culture-loving guests 

Each motif has a name and its meaning, and all the 

details of wooden carving reach every corner inside the 

house [3]. Nevertheless, the significance of Toraja 

wood carvings on traditional Tongkonan homes is laced 

with deep meaning which few visitors can understand 

what they represent as part of Torajanese culture. The 

striking aesthetic carvings produce another effect when 

the common knowledge part is removed; visitors look 

admiringly upon them yet are not familiar with their 

names or roots. However, this ends up providing an 

experience with tourism limited exclusively to the 

visual aspect and without any sense of cultural meaning 

[4], [5]. 

https://doi.org/10.29207/resti.v8i4.5897
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To address this issue, a solution is required that can 

facilitate a deeper understanding of Toraja wood 

carvings by providing information about their names 

and meanings. This would enhance tourists' 

appreciation of the rich art and culture of Toraja, 

particularly its wood carving tradition. Implementing 

computer vision techniques could be an effective 

method for extracting information from images of 

Toraja carvings at tourist sites [6] - [8].  

Additionally, although Toraja carvings are distinct, 

their intricate patterns often give them a visually similar 

appearance, making them difficult to differentiate [4]. 

Therefore, it is crucial to implement a comprehensive 

identification process to accurately categorize the types 

of carvings [9], [10]. This research combines computer 

vision and artificial intelligence methodologies to 

achieve optimal image analysis of the carvings. 

By leveraging advances in deep learning technology, 

particularly CNN algorithms and the ResNet50 

architecture [6], [11] - [13] the proposed solution is 

expected to enhance the tourism experience at Ke'te 

Kesu. Visitors will gain a deeper understanding of 

Toraja wood carving art, allowing them to appreciate 

the intricate details and cultural significance embedded 

in each motif of the Tongkonan traditional houses. 

Another review of the literature, on image classification 

has been conducted, including studies on distinguishing 

various types of carvings using the ResNet50 

Convolutional Neural Network architecture. Through a 

series of weight testing, it was revealed that Xception 

achieved the highest accuracy in classifying Jepara 

carving motifs, with percentages of 0.95%, 0.95%, and 

0.94% on datasets in different colour spaces, namely 

LUV, RGB, and YCrCb. However, when the ResNet50 

model was applied to the Jepara motif recognition 

system, the results showed that ResNet50 outperformed 

all other architectures, achieving motif identification 

rates of 84%, 79%, and 80% in the LUV, RGB, and 

YCrCb colour spaces, respectively. [2]. These findings 

demonstrate the system's capability to determine 

whether a carving belongs to the Jepara carving type by 

recognizing the distinctive motifs characteristic of 

Jepara embedded in the carvings [14]. 

In another study, a content-based image retrieval 

(CBIR) system was developed using pre-trained deep 

CNN models, namely VGG16 and ResNet-50. This 

study compared these models in terms of image 

retrieval efficiency and reliability and tested them on a 

multi-class digital image dataset. The results showed 

that the ResNet-50-based system outperformed the 

VGG16-based system, with an average retrieval 

precision of 90.18% compared to 81.68%. This 

demonstrates that the use of deep learning models for 

feature extraction in CBIR significantly improves 

performance compared to traditional methods. The 

improvement in precision was consistent across 

different image categories and retrieval sizes. Overall, 

this study successfully implemented an efficient and 

reliable CBIR system using pre-trained CNN models 

(VGG16 and ResNet-50) [13]. 

In another study, Improving Batik Pattern Classification 

using CNN with Advanced Augmentation and 

Oversampling on Imbalanced Dataset. This approach 

enhanced the diversity of the images, encompassing 

variations in colour, contrast, wrinkles, and warps that 

may be present in batik garments. This study employed 

two CNN models, DenseNet169 and VGG-16, along 

with three different training methods this study. These 

methods included training without oversampling and 

advanced augmentation, training with oversampling, 

and training with both oversampling and advanced 

augmentation [12]. 

Another study identified traditional Balinese ornament 

carvings using the Multilayer Perceptron method. This 

research aimed to determine the accuracy of identifying 

traditional Balinese ornament carvings by utilizing 

digital image processing technology with Gabor filters 

for feature extraction and Multilayer Perceptron for 

classification. The study used 18 classes of traditional 

Balinese ornament carvings with a total dataset of 268 

samples. The Multilayer Perceptron method applied a 

backpropagation learning algorithm with 10,560 input 

neuron layers, 50 hidden neuron layers, and 18 output 

neuron layers for classification. The testing achieved an 

accuracy of 43%. Classification testing using k-fold 

cross-validation with K = 5 resulted in an average 

accuracy of 41.14%, with optimal accuracy reaching 

56%. The testing results using a Confusion Matrix 

showed an accuracy of 43.3%, a sensitivity of 42.68%, 

and a specificity of 96.87% [9], [15].  

Subsequent research applied CNN to classify reliefs 

based on their images. The CNN used had a 

MobileNetV2 architecture with several adjustments. 

The results indicated that this method could achieve a 

classification accuracy of up to 94.5%, demonstrating 

its potential in automatically classifying types of reliefs 

[10].  

The ResNet architecture employs skip connections in 2-

3 layers with ReLU and batch normalization. Residual 

blocks are used when the input dimensions are the same 

as the output. Each ResNet block consists of either 2 

layers (ResNet 18, 34) or 3 layers (ResNet 50, 101, 

152). Initially, similar to GoogleNet, it starts with a 7x7 

convolution and 3x3 max pooling (stride 2). ResNet 

offers variations with 18, 34, 50, 101, or 152 layers [16], 

[17]. 

The study presents a novel application of CNN and 

ResNet50 architecture to classify Toraja wood carving 

motifs. This contributes to both the field of computer 

vision and cultural heritage preservation. This research 

is highly significant as it implements a deep learning 

model using the optimized CNN algorithm with 

ResNet50 architecture. By adjusting the batch size and 

applying weak-to-strong pixel transformation, where 
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pixels with intensities between a low threshold and a 

high threshold are considered weak, and pixels above 

the high threshold are considered strong. Subsequently, 

strong pixels are added to the image edges and iterated 

to spread strong pixels to weak pixels connected in an 

image. Furthermore, it calculates the classification 

accuracy of Toraja wood carving images using deep 

learning with the CNN algorithm and ResNet50 

architecture when analyzing 2000 sample Carving 

Images. This study is expected to serve as a valuable 

reference for the research and development of ResNet50 

architecture, ensuring it effectively addresses image 

classification challenges optimally [4], [17]. 

2. Research Methods 

The Canny function takes the image processed in the 

previous stage and computes the edges of the image 

using all previously defined functions. The final result 

is a binary image showing the edges of the original 

image. The Canny function has two parameters: a low 

threshold value and a high threshold value, which are 

used in the double threshold hysteresis stage. The low 

threshold value is used to filter out pixels with low 

intensity that are considered not part of the image edges, 

while the high threshold value is used to filter pixels 

with high intensity that are considered part of the image 

edges. 

The dataset for this research was collected directly from 

Tongkonan traditional houses at the Ke'te Kesu 

Tourism Object in North Toraja Regency, South 

Sulawesi Province. The dataset used consists of 5 

classes: 4 classes of Pa’ Lulun Pao carving motif images 

as shown in Figure 1, Pa’ Tumuru carving images in 

Figure 4, Pa’ Somba carving images in Figure 2, and 

Pa’ Tengke Lumu carving dataset in Figure 3. The fifth 

class is the Undetected Class as depicted in Figure 5. 

The dataset was divided into training and testing data 

with an 80% to 20% ratio, respectively, and each image 

file had a resolution of 224x224 pixels. This resolution 

was chosen as it is the standard input shape for the 

ResNet architecture.  

 

Figure 1. Pa’ Lulun Pao Datasets 

 

Figure 2. Pa’ Somba Datasets 

 

Figure 3. Pa’ Tangke Lumu Datasets 

 

Figure 4. Pa’ Tumuru Datasets 

 

Figure 5. Other Object Datasets 
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In Figure 6, the first preprocessing step performed is 

image conversion to grayscale, where this process 

transforms colour images into grayscale images. 

Converting images to grayscale can facilitate image 

analysis by reducing them to a single colour channel, 

which helps save memory and computational time [18] 

- [20]. 

 

Figure 6. Grayscale Process 

After converting the image to grayscale, the next step is 

noise reduction using a Gaussian filter with a 3x3 

kernel[21], as shown in Equation 1. 

[
1 2 1
2 4 2
1 2 1

]                  (1) 

From the kernel matrix, the total weight value of the 

matrix is 16. Therefore, the normalization of weights 

used in the Gaussian filter convolution process is as 

follows: [22], [23], as shown in Equation 2. 

𝐺(𝑥,𝑦) =
1

16
 [

1 2 1
2 4 2
1 2 1

]                                       (2) 

To apply Equation 2, pixel sizes of 5x5 are taken as 

samples and a 3x3 kernel is applied, starting by placing 

the kernel at the top-left position of the pixel and 

inputting the calculated result values into the pixel 

located at the centre of the kernel, beginning from the 

first convolution, as shown in Equation 3. 

G(x,y)=28.375=28 (𝑎𝑓𝑡𝑒𝑟 𝑟𝑜𝑢𝑛𝑑𝑒𝑑)            (3) 

After performing convolution, the sequence of pixels 

obtained is as follows: 

26 34 26 28 27       

29 25 26 27 28   28 28 28  

30 31 32 27 35   29 29 30  

18 34 25 29 42   28 28 31  

66 5 31 39 23       

In Gaussian filtering, edge pixels are ignored because 

they lack neighbours for convolution. In Canny edge 

detection, the Sobel filter is used to preserve details 

[20]. The Sobel filter is implemented with kernels G_x 

and G_y in Canny edge detection, as shown in Equation 

4. 

𝐺𝑥 = [
−1 0 1
−2 0 2
−1 0 1

] 𝐺𝑦 =  [
−1 −2 −1
0 0 0
1 2 1

]               (4) 

In Figure 7, edge thinning is further performed using the 

Non-Maximum Suppression (NMS) technique on the 

gradient magnitude. NMS compares the edge 

magnitude values of the tested pixel with its neighbors 

in the gradient direction. If the tested value is higher, the 

pixel is retained as an edge; otherwise, it is removed as 

not an edge [24]. 

 

Figure 7. Non-Maximum Suppression technique 

In Figure 8, the final step involves converting weak 

pixels to strong pixels using the Double Threshold 

Hysteresis technique. In this technique, an image is 

categorised into two types: strong pixels and weak 

pixels [25]. Subsequently, weak pixels above a 

specified threshold value are elevated to strong pixels, 

while weak pixels below the threshold are removed 

[26]. 

 

Figure 8. Double Threshold Hysteresis technique 

3.  Result and Discussions 

In this stage, the results and analysis of the research on 

Toraja wood carving classification using Convolutional 

Neural Network (CNN) with Canny edge extraction and 

ResNet-50 architecture will be discussed. The 

experimental outcomes of implementing this model will 

be explored, along with a detailed analysis of its 

performance in classifying wood carvings from Toraja 

culture. This discussion will include interpreting the 

results, identifying the strengths and limitations of the 

proposed model, and discussing the implications of 

these findings for further developments in the field of 

art carving image classification.  

During the training process, JPG format Carving Image 

data is used, encompassing various types of carvings, 

each image having a resolution of 224x224 pixels. This 

study aims to classify carvings by evaluating Image 

data. The training process aims to analyze 4 specific 

pattern classes of carvings: Pa Lulu Pao carvings, Pa 

Somba carvings, Pa Tengke Lumu carvings, and Pa 

Tumuru carvings. A total of 2500 images were used in 

the training data, evenly distributed among the four 

formed classes. The data was selected based on motifs 

relevant to the research topic to enhance understanding 

and prediction of Toraja carving patterns. Training 
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image classification models with objects that differ 

from the target images is paramount for building robust 

and reliable models for real-world applications 

[27],[28]. By utilizing a diverse and representative 

training dataset, the model can achieve superior 

generalization, resilience to variations, comprehensive 

class coverage, and accurate object detection [29],[30]. 

Table 1 displays the carving motif classes along with 

their respective data counts. 

Table 1. Toraja Carvings and Dataset Counts 

No Class Total 

1 Pa Lulun Pao 500 

2 Pa Somba 500 

3 Pa Tengke Lumu 500 
4 Pa Tumuru 500 

5 Other Object 500 

Total  2500 

3.1. Training Process 

The training process was conducted using the Google 

Colab environment. This platform enables model 

training using powerful computational resources and 

web-based accessibility. With Google Colab, Python 

code can be executed, popular libraries like TensorFlow 

and PyTorch can be accessed, and GPU or TPU can be 

utilized to accelerate the machine learning model 

training process. 

Table 2. Learning Rate Test Scheme 

Process Learning Rate 

Testing 1 0.01 

Testing 2 0.001 

Testing 3 0.0001 
Testing 4 0.00001 

The selection of appropriate hyperparameters is a 

critical aspect in training machine learning models, 

particularly for image classification tasks in computer 

vision [31],[32]. Hyperparameters, such as batch size, 

learning rate, and epoch, significantly influence model 

performance and determine whether the model can learn 

effectively and achieve optimal performance [33],[34]. 

In the classification of Toraja wood carvings, the 

designed model will be implemented into a system for 

classification using CNN with ResNet50 architecture, 

thus requiring an optimally functioning model. 

Therefore, testing of the model to be used is necessary. 

Parameters used to measure the performance of the 

model in this study include learning rate and epochs. A 

batch size of 32 will be used to minimize errors during 

training, and the Shuffle technique will be employed to 

randomize the dataset used for testing. [35].  

Testing on the learning rate was conducted to find the 

most optimal weights from the training dataset results 

with different learning rates, namely 0.01, 0.001, 

0.0001, and 0.00001, with a fixed batch size of 32 and 

an epoch of 100 as seen in Table 2. The following are 

the results of the learning rate tests. The range of values 

for this learning rate is from zero (0) to one (1). The 

higher the learning rate, the faster the training process 

runs. However, higher learning rates may lead to less 

accurate networks, and vice versa. 

 

(a) 

 

(b) 

Figure 9. Training Results (a) Epoch 100 Testing Graph (b) 

Confusion Matrix Epoch 100 learning rate 0.01. 

Table 3. Confusion Matrix Calculation Table Learning Rate 0.01 

Class Precision Recall Accuracy F1-Score 

Pa Lulun Pao 0,93 0,82 0,95 0,87 

Pa Somba 0,95 0,94 0,98 0,94 

Pa Tengke Lumu 0,85 0,97 0,96 0,91 
Pa Tumuru 0,92 0,91 0,97 0,91 

Other Object 0,94 0,94 0,98 0,94 

In Figure 9 (a) and (b), the testing results of learning 

rate 0.01 show improved validation accuracy and 

training validation at epoch 10. However, the validation 

accuracy graph shows unstable training improvements 

and tends to decline. The Classification Report using the 

Confusion Matrix with a testing dataset of 100 images 

per class is presented in Figure 9. Table 3 shows that the 

ability to predict at a learning rate of 0.01 achieved the 

highest result of 0.98. 

In Table 3, the best accuracy is observed in predicting 

images of Pa' Somba carvings with a value of 0.98, 

accompanied by a Precision of 0.95 and a Recall of 

0.94, resulting in an F1-Score of 0.94. 
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(a) 

 

(b) 

Figure 10. Training Results (a) Epoch 100 Testing Graph (b) 

Confusion Matrix Epoch 100 learning rate 0.001. 

Table 4. Confusion Matrix Calculation Table Learning Rate 0.001 

Class Precision Recall Accuracy F1-Score 

Pa Lulun Pao 0,83 0,96 0,95 0,89 
Pa Somba 0,96 0,95 0,98 0,95 

Pa Tengke Lumu 0,99 0,91 0,98 0,95 
Pa Tumuru 0,95 0,86 0,96 0,90 

Other Object 0,94 0,97 0,98 0,96 

In Figure 10 (a) and (b), the testing results of learning 

rate 0.001 show a significant increase in validation 

accuracy and training validation by epoch 15. However, 

the validation accuracy graph shows unstable training 

improvements and tends to decline. Table 4 is the 

Classification Report using the Confusion Matrix with 

a testing dataset of 100 images per class. Table 4 shows 

that the predictive ability at a learning rate of 0.001 

achieved the highest result of 0.98. 

In Table 4, the best accuracy is observed in predicting 

images of Pa' Somba, and Pa’ Tengke Lumu carvings 

with a value of 0.98, accompanied by a Precision of 0.95 

and a Recall of 0.94, resulting in an F1-Score of 0.94. 

 

(a) 

 

(b) 

Figure 11. Training Results (a) Epoch 100 Testing Graph (b) 

Confusion Matrix Epoch 100 learning rate 0.0001. 

Table 5. Confusion Matrix Calculation Table Learning Rate 0.0001 

Class Precision Recall Accuracy F1-Score 

Pa Lulun Pao 0,94 0,92 0,97 0,93 

Pa Somba 0,97 0,93 0,98 0,95 

Pa Tengke Lumu 0,94 0,96 0,98 0,95 
Pa Tumuru 0,93 0,92 0,97 0,92 

Other Object 0,92 0,97 0,98 0,95 

In Figure 11 (a) and (b), the testing results of learning 

rate 0.0001 show rapid improvement in validation 

accuracy and training validation by epoch 10. However, 

the validation accuracy graph indicates unstable 

training improvements that tend to decline. Table 4 is 

the Classification Report using the Confusion Matrix 

with a testing dataset of 100 images per class. Table 5 

shows that the predictive capability at a learning rate of 

0.0001 achieved the highest result of 0.98. 

In Table 5, the best accuracy is observed in predicting 

images of Pa' Somba, and Pa’ Tengke Lumu carvings 

with a value of 0.98, accompanied by a Precision of 0.97 

and a Recall of 0.93, resulting in an F1-Score of 0.95. 
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(a) 

 
(b) 

Figure 12. Training Results (a) Epoch 100 Testing Graph (b) 

Confusion Matrix Epoch 100 learning rate 0.00001. 

Table 6. Confusion Matrix Calculation Table Learning Rate 0.00001 

Class Precision Recall Accuracy F1-Score 

Pa Lulun Pao 0,95 0,88 0,97 0,91 

Pa Somba 0,92 0,97 0,98 0,97 
Pa Tengke Lumu 0,99 0,94 0,99 0,96 

Pa Tumuru 0,88 0,93 0,96 0,90 

Other Object 0,94 0,95 0,98 0,95 

In Figure 12 (a) and (b), the testing results of learning 

rate 0.00001 show rapid improvement in validation 

accuracy and training validation by epoch 10. The 

training and validation graphs appear stable thereafter, 

but the validation accuracy does not show rapid 

improvement. Table 6 is the Classification Report using 

the Confusion Matrix with a testing dataset of 100 

images per class. Table 6 shows that the predictive 

capability at a learning rate of 0.00001 achieved the 

highest result of 0.99.  

Based on the test results, it is found that the model with 

a learning rate of 0.00001 is the most stable, achieving 

the highest accuracy of 0.99 as seen from the graph. 

Hence, it can be used as the parameter for the learning 

rate in subsequent tests. Once the entire dataset has 

undergone training in the Neural Network it returns to 

the beginning for one complete cycle. Four models were 

generated. In the Epoch testing, four models were 

created with variations of epochs: 100, 200, 300, and 

400. 

In Figure 9, from the training results using a learning 

rate of 0.0001 and 400 epochs, it is observed that this 

variant model is the most stable based on both the 

graphical representation and confusion matrix testing, 

which analyzes and measures the model's performance 

in classification [36]. 

 

(a) 

 
(b) 

Figure 13. Training Results (a) Epoch 400 Testing Graph (b) 

Confusion Matrix Epoch 400 learning rate 0.00001. 

In Figure 13, For the class Pa’ Lulun Pao, it was found 

that the Precision and Recall values are 0.94, with an 

F1-Score of 0.94. Class Pa’ Somba also shows 

promising results, with a Precision value of 0.9697, 

Recall of 0.96, and F1-Score of 0.9648.  

Class Pa’ Tangke Lumu demonstrates even better 

performance, with a Precision of 0.9898, Recall of 0.97, 

and F1-Score of 0.9798. Class Pa’ Tumuru also 

performs well, with a Precision of 0.9327, Recall of 

0.97, and F1-Score of 0.9500. The Not Detected class 

shows solid performance, with a Precision of 0.9592, 

Recall of 0.95, and F1-Score of 0.9546. 
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3.2. Training accuracy testing 

In Table 7, the accuracy of the system will be tested by 

using images manipulated with randomly added lines to 

the images using 5 sample images from each class. The 

purpose of this manipulation is to test how well the 

system can maintain its performance and remain 

accurate in classifying images that have changed. 

Table 7. Results of Training Accuracy Testing 

No Actual Prediction Description 

1 Pa Lulun Pao Pa Lulun Pao TP 

2 Pa Lulun Pao Pa Lulun Pao TP 

3 Pa Lulun Pao Pa Lulun Pao TP 
4 Pa Lulun Pao Pa Tumuru FN 

5 Pa Lulun Pao Pa Lulun Pao TP 

6 Pa Somba Pa Somba TP 

7 Pa Somba Pa Somba TP 

8 Pa Somba Pa Somba TP 

9 Pa Somba Pa Somba TP 
10 Pa Somba Pa Somba TP 

11 Pa Tangke Lumu Pa Tangke Lumu TP 

12 Pa Tangke Lumu Pa Tangke Lumu TP 
13 Pa Tangke Lumu Pa Tangke Lumu TP 

14 Pa Tangke Lumu Pa Tangke Lumu TP 

15 Pa Tangke Lumu Pa Tangke Lumu TP 
16 Pa Tumuru Pa Tumuru TP 

17 Pa Tumuru Pa Tumuru TP 

18 Pa Tumuru Pa Tumuru TP 
19 Pa Tumuru Pa Tumuru TP 

20 Pa Tumuru Pa Somba FN 

21 Other Object Other Object TP 
22 Other Object Other Object TP 

23 Other Object Other Object TP 

24 Other Object Other Object TP 
25 Other Object Other Object TP 

To calculate the overall accuracy from all tests in Table 

7, the total True Positive (TP), True Negative (TN), 

False Positive (FP), and False Negative (FN) for each 

class are summed. The calculation formula is shown in 

Equation 5. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑇𝑃_𝑡𝑜𝑡𝑎𝑙 + 𝑇𝑁_𝑡𝑜𝑡𝑎𝑙

𝑇𝑃_𝑡𝑜𝑡𝑎𝑙 + 𝑇𝑁_𝑡𝑜𝑡𝑎𝑙 + 𝐹𝑃_𝑡𝑜𝑡𝑎𝑙 + 𝐹𝑁_𝑡𝑜𝑡𝑎𝑙

=
23 + 98

23 + 98 + 2 + 2
=

121

125
= 0.968 

(5) 

Based on the calculations performed, a total accuracy of 

0.968 or approximately 96.8% was obtained. Compared 

to batik motif classification research using the 

ResNet50 architecture, which achieved an accuracy of 

96% [11][12], the current study shows a 0.8% 

improvement in object recognition performance after 

optimization. Additionally, when compared to the 

Content Image ResNet50 research, which was 

juxtaposed with the VGG16 architecture and achieved 

an accuracy of 90.18% [13], the ResNet50 architecture 

in this study outperforms by 6.62%. This demonstrates 

that ResNet50 improves its performance when weak 

pixels are optimized to strong pixels using the Double 

Threshold Hysteresis technique. Accuracy is calculated 

by dividing the number of correct predictions (True 

Positive and True Negative) by the total number of 

evaluated samples (True Positive, True Negative, False 

Positive, and False Negative). In this test, there were 23 

correct positive predictions (True Positive) and 98 

correct negative predictions (True Negative). 

Meanwhile, there were 2 incorrect positive predictions 

(False Positive) and 2 incorrect negative predictions 

(False Negative). 

4.  Conclusion 

A meticulous Comprehensive Evaluation was 

conducted on the testing of the ResNet50 architecture 

model implemented on the CNN model for pattern 

recognition of Toraja wood carvings. The evaluation 

employed a transformation from weak pixels to strong 

pixels in the double threshold hysteresis stage of the 

Canny Feature Extraction stage on the edges of Toraja 

carving images to enhance the accuracy of carving 

image pattern recognition. Additionally, the 

incorporation of hyperparameter tuning such as batch 

size, learning rate, and epoch offered a holistic 

perspective on the CNN training process. This research 

concludes that the Toraja carving classification model 

using the Convolutional Neural Network (CNN) 

technique with Canny feature extraction and ResNet-50 

architecture is capable of delivering stable and 

satisfactory performance. A dataset encompassing 

carving motifs such as Pa’ Tangke Lumu, Pa’ Lulun 

Pao, Pa’ Tumuru, Pa’ Somba, and the Undetected class 

was utilized in the evaluation. From the testing of 

learning rates 0.01, 0.001, 0.0001, 0.00001, and epochs 

100, 200, 300, and 400, the results indicate that the 

selection of hyperparameters with a learning rate of 

0.00001 and epoch 400 yields the highest F1-Score. 

This is evident from the result graph and Confusion 

Matrix. All five classes demonstrate promising 

performance in Precision, Recall, and F1-Score. 

Specifically, the Precision and Recall values of 0.94 for 

the Pa' Lulun Pao class, Precision 0.9697 and Recall 

0.96 for the Pa' Somba class, and Precision 0.9898 and 

Recall 0.97 for the Pa' Tangke Lumu class affirm the 

model's quality. Evaluation using a confusion matrix 

resulted in an overall accuracy of 96.8%. These 

evaluation outcomes reinforce the success of applying 

hyperparameter tuning techniques and ResNet50 

architecture optimization to the CNN algorithm, 

positively impacting the utilization of Toraja wood 

carving recognition applications. In conclusion, this 

study opens up significant potential avenues for further 

research to enhance CNN models in image pattern 

recognition. However, for future investigations, it is 

recommended to expand the application of these 

techniques to various image types beyond wood carving 

pattern recognition, such as exploring diverse CNN 

architecture models like AlexNet, VGGNet, MobileNet, 

EfficientNet, and Xception. Additionally, investigating 

the Activation function of other hyperparameters could 

contribute to a more comprehensive understanding of 

broader applications in diverse image-processing 

contexts. 
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