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Abstract  
Pap smear is a digital image generated from the recording of cervical cancer cell preparation. Images generated are 

susceptible to errors due to the relatively small cell sizes and overlapping cell nuclei. Therefore, accurate Pap smear image 

analysis is essential to obtain the right information. This research compares nucleus segmentation and detection using Grey 

Level Co-occurrence Matrix (GLCM) features in two methods: Otsu and Polynomial. The tested data consisted of 400 images 

sourced from RepoMedUNM, a publicly accessible repository containing 2,346 images. Both methods were compared and 

evaluated to obtain the most accurate features. The research results showed that the average distance of the Otsu method was 

6.6457, which was superior to the Polynomial method with a value of 6.6215. Distance refers to the distance between the 

nucleus detected by the Otsu and the Polynomial method. Distance is an important measure to assess how closely the detection 

results align with the actual nucleus positions. It indicates that the Polynomial method produces nucleus detections that are on 

average closer to the actual nucleus positions compared to the Otsu method.  Consequently, this research can serve as a 

reference for further studies in developing new methods to enhance the accuracy of identification. 

Keywords: pap smear; cervical cancer; nucleus; GLCM otsu; GLCM polynomial 

1. Introduction 

Pap smear analysis is crucial for the early detection of 

cervical cancer [1], [2], [3]. This analysis is highly 

necessary to provide accurate and comprehensive 

information about a patient's cervical cancer for 

diagnosis and to offer more treatment insights to 

doctors [4]. Inaccurate information can have a 

significant impact on misdiagnosis, which can lead to 

serious consequences [5]. 

Pap smear images represent cells from the cervix that 

have been prepared, stained, and analyzed under a 

microscope [6]. These images can provide insights into 

the condition of each cell [7], but they tend to be 

challenging and susceptible to errors [8]. The primary 

source of error is the relatively small cell sizes and 

overlapping cell nuclei [9], making them challenging to 

identify [10], [11]. Therefore, image analysis is 

required in the image processing to assist in inspections 

and achieve more accurate results. 

The accuracy level in image processing still needs 

improvement, especially for certain cell classes [12], 

[13], and most methods only perform very well on one 

or a few images [14]. This accuracy can be enhanced by 

comparing various parameters used in image 

processing, thereby allowing for better identification of 

cervical cancer. 

Cervical cancer is the most common and highly feared 

cancer among women worldwide [15]. Cervical cancer 

arises from the development of abnormal cells [16], 

[17]. Each normal cell typically has a single nucleus 

[18], [19] that regulates cell activities. Cells with double 

or overlapping nuclei are indicative of cancerous cells 

[20], causing them to malfunction [21]. Given the 

position of these cells surrounded by other tissues with 

relatively thin cell sizes [22], there is a need for 
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segmentation development by comparing various 

techniques to improve accuracy.  

Segmentation in separating objects in Pap smear images 

involves different attributes and features [23]. Images 

resulting from the recording of preparations under a 

microscope often exhibit poor contrast, neutrophils, and 

uneven staining [24]. As a result, cells may appear to 

have more than one nucleus, as illustrated in Figure 1. 

 

Figure 1. Appearance of cells with more than one nucleus. 

Figure 1 presents cells containing more than one 

nucleus due to artifact interference, neutrophils, 

overlapping cells, and false edges [25], [26], thus, 

segmentation and detection of single nuclei in Pap 

smear images require a reliable method. The Grey Level 

Co-occurrence Matrix (GLCM) technique is a method 

used to analyze the spatial relationships between pixels 

in images [27]. In a study about nucleus detection in Pap 

smear images using a polynomial method to enhance 

image quality, thus facilitating the process of Pap smear 

cell image segmentation [33]. Another research 

proposed a segmentation method for the cytoplasmic 

area in Pap smear images that utilizes GLCM features 

[34]. This method is effectively used in various image 

applications and holds great potential in object 

detection in medical images. This research develops 

GLCM features in comparing the results of single 

nucleus analysis with Otsu and Polynomial methods. 

The analysis is supported by the application of Region 

of Interest (ROI) segmentation to compare the 

performance of both methods. The methods are trained 

with a detection model using the YOLO version 5 (You 

Only Look Once) deep learning algorithm to detect 

objects. As a result, the development yields two 

different image processing methods, namely GLCM 

Otsu and GLCM Polynomial, to support the detection 

of single cells in Pap Smear. GLCM Otsu and 

polynomial are utilized in thresholding processing and 

texture analysis. 

2. Research Methods 

Figure 2 illustrates the data recording flow used to 

obtain the test images in this research. 

 

 

Figure 2. The process of collecting Pap smear images. 

The process of obtaining Pap smear images from 

cervical cancer patients involves taking a sample by 

inserting a speculum into the patient's vagina (Figure 

2.a). Within the speculum, there is a cytobrush used to 

collect fluid by rotating it (Figure 2.b). The fluid from 

the cytobrush is then placed on a prepared slide that has 
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been coated with preservCyt fluid (Figure 2.c). This 

preparation is placed under the Olympus CX33RTFS2 

microscope and the X52-107BN microscope for 

observation (Figure 2.d). The observation results are 

recorded digitally using a computer with a Logitech HD 

webcam C525 camera (Figure 2.e), resulting in Pap 

smear images with a 40x magnification. The image 

format used is Joint Photographic Experts Group (JPG) 

with a size of 512 x 512 pixels. The resulting images 

exhibit cell overlap (Figure 2.f). The images are 

examined by combining the GLCM Otsu and GLCM 

Polynomial methods for single-cell nucleus detection in 

Pap smear. The research stages conducted are presented 

in Figure 3. 

 

Figure 3. Stages of Research Methods 

GLCM is a method for extracting texture features. 

GLCM measures the level of grayness between two 

pixels separated by a distance d and an angle θ. The 

commonly used angles include 0 degrees, 45 degrees, 

90 degrees, and 135 degrees [30]. Some of the 

generated features are: 

Contrast represents the difference in color or grayscale 

levels in an image. The contrast value becomes 0 when 

adjacent pixels have identical values. The determination 

of the contrast value can be calculated using Formula 1. 

∑ ∑ (𝑖 − 𝑗)2
𝑗 𝑝(𝑖, 𝑗) 𝑖               (1) 

i is the Rows, j is the Columns, p are the Rows and 

columns appear. 

Correlation is the linear relationship of grayscale levels 

within an image, ranging from -1 to 1. The calculation 

of the correlation value is performed using Formula 2. 

∑ ∑
(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)𝑝(𝑖,𝑗)

 𝜎𝑖 𝜎𝑗𝑗𝑖                 (2) 

𝜇i is the Rows average, 𝜇j is the Column average, ði is 

the sigma Row, ðj is the sigma Column.  

Energy indicates the level of uniformity in an image. 

The higher the image uniformity, the higher the Energy 

value. The calculation of the Energy value is performed 

using Formula 3. 

∑ ∑ 𝑝(𝑖, 𝑗)2
𝑗  𝑖                (3) 

i are the Rows, j are the Columns, p is the Appearance 

of rows and columns. 

Homogeneity describes the level of uniformity in an 

image. When all pixels in an image have uniform 

values, its homogeneity will be high. The calculation of 

the homogeneity value is performed using Formula 4. 

∑ ∑
𝑝(𝑖,𝑗)

1+|𝑖−𝑗|𝑗  𝑖                (4) 

i are the Rows, j are the Columns, p = appearance of 

rows and columns 

The Otsu method is one of the segmentation techniques 

that is similar to converting to grayscale images but 

simpler because it is easier to determine the threshold 

values for pixels. The Otsu method employs 

discriminant analysis to identify variables that function 

to separate the two visible sides [31]. The formula for 

finding the pixels can be seen in Formula 5. 

𝑝(𝑖) =
𝑛𝑖

𝑁
, 𝑃(𝑖) ≥ 0, ∑ 𝑝(𝑖) = 1256

𝑖             (5) 

Then, to calculate the averages of both classes, you can 

refer to Formula 6 and 7. 

𝑚1(𝑡) =  ∑ 𝑖. 𝑝(𝑖)/𝑤1(𝑡)𝑡
𝑡=1              (6) 

𝑚2(𝑡) =  ∑ 𝑖. 𝑝(𝑖)/𝑤2(𝑡)𝑡
𝑡=1             (7) 

The potential total sum of both classes, as stated in 

Formula 8, is equivalent to 1. 

𝑤1(𝑡)  +  𝑤2(𝑡) =  1             (8) 

Thus, it can be concluded that Otsu can be considered 

as the between-class variance (BCV) as defined in 

Formula 9. 

ð𝑏
2(𝑡) = 𝑤1. [𝑚1(𝑡)  − 𝑚𝑇]2 +  𝑤2. [𝑚2(𝑡)  − 𝑚𝑇]2      (9)  

The optimal value in Otsu thresholding is the maximum 

value of the between-class variance (BCV) as defined 

in Formula 10. 

𝑚𝑎𝑥{ð𝑏
2(𝑡)}              (10) 

The polynomial method in this research is used to 

enhance Pap smear images by performing contrast 

transformation and color enhancement [32]. 

Generally, the form of a polynomial equation of order r 

follows a formula similar to Formula 11. 

𝑦= 𝑎0+𝑎1𝑥+𝑎2𝑥2+… + 𝑎𝑟𝑥r             (11) 

The polynomial technique has been utilized in previous 

research for the purpose of enhancing the quality of Pap 

smear images, particularly the RGB images within the 

image [33].  
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The purpose of transforming the image into a 

polynomial is to generate a highly significant color 

difference (contrast), enabling segmentation of the 

nucleus to be carried out [33].  

The research was conducted on the RepoMedUNM 

dataset, which contains Pap smear images. 

RepoMedUNM offers 2,346 Thinprep type images and 

3,793 non-Thinprep-type images [28]. The dataset used 

in this study consists of 400 images, comprising four 

types of cells: L-Sil, H-Sil, Koilocyt, and Parabasal 

cells.  

The process continues with image labeling, which 

involves assigning class labels to each image. The 

labeling process is carried out using Huawei technology 

[29]. The outcome of this process creates a labeled 

dataset that will be used to train the detection model. 

Labeled images are utilized to build the YOLO (You 

Only Look Once) version 5 model. During the training 

phase, the YOLO model can learn features and patterns 

related to classes in Pap smear images. This process 

yields network objects in the form of weights and 

biases.  

Figure 4 is an implementation YOLOv5 for Pap smear 

detection involves utilizing RGB 3-channel input 

photos that are scaled to dimensions of 416x416 [35]. 

 

Figure 4. Image Detection Process with YOLO 

The YOLOv5 model is employed, utilizing a backbone 

architecture that incorporates several Convolutional and 

C3 (Convolutional 3x3) layers to extract features from 

the images. The predictions are made using the 

YOLOv5 head, which comprises Convolutional, up 

sample, and Concatenation layers, utilizing the feature 

extraction outcomes obtained from different layers in 

the backbone. The ultimate forecasts for object 

detection, encompassing Pap smear detection, are 

derived from the Detect layer, which amalgamates 

outcomes from various layers within the model. 

The image pre-processing is used to separate single 

cells, namely the cytoplasm from the nucleus. This 

stage involves cropping with the aim of efficiency and 

speeding up the process of forming single-cell images 

with only one nucleus.  

The image that contains one nucleus is continued with 

the detection process using the Otsu and Polynomial 

methods. This process aims at different image 

processing by reducing the contrast of the original 

image. 

The next step is segmentation to identify Regions of 

Interest (ROI). ROI includes selecting the largest 

single-cell nucleus. This process is used to locate areas 

containing countable objects and analyze them in more 

detail. This stage is focused on the relevant areas to 

reduce the overall analysis complexity. To compare the 

performance of the Otsu and Polynomial methods, 

feature extraction was carried out. This process yielded 

four GLCM features: contrast, correlation, energy, and 

homogeneity, each with its respective values.  

The proximity between the GLCM features of Otsu and 

Polynomial methods was calculated using Euclidean 

distance with a reference GLCM feature. The results of 

this proximity calculation serve as the basis for 

evaluation to determine if the closeness of the two 

methods can produce a better accuracy in detecting 

nuclei in Pap smear images. 
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3. Results and Discussions 

The input image presented in this article is one of the 

input images presented in Figure 5. 

 

 

Figure 5. Input Image  

The input image is the original image and xml file (class 

and bonding box) from Huawei's YOLO detection and 

classification output. Yolo classification data is 

presented in Figure 6. 

 

Figure 6. Original Image and XML File 

The input image is cropped automatically based on the 

xml file. From 400 images, 2,839 single cell images 

were produced. The crop results are presented in Figure 

7 and Figure 8.  

 

Figure 7. Cropping Results 

 

Figure 8. Classes and Bounding Boxes from XML files 

Each cropped cell is subjected to single cell image 

nucleus detection in 2 ways, which are presented in 

Figure 9 and Figure 10. 



Dwiza Riana1, Jufriadif Na'am, Daniati Uki Eka Saputri, Sri Hadianti, Faruq Aziz, Suryadi Putra Liawatimena, 

Alya Shafra Hewiz, Dika Putri Metalica, Teguh Herwanto 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 7 No. 6 (2023)  

DOI: https://doi.org/10.29207/resti.v7i6.5420 

Creative Commons Attribution 4.0 International License (CC BY 4.0) 

1427 

 

 

 

Figure 9. Image of detection result of Otsu Method  

 

Figure 10. The image resulting from the Polynomial Method 

detection  

The selection of the largest nucleus ROI from each 

image was processed using GLCM with the default 0-

degree angle. The calculation results are presented in 

Table 1. 

Table 1. The GLCM results from Otsu and Polynomial 

Method 
GLCM Features 

Contrast Correlation Energy Homogeneity 

Otsu 0.1368 0.8983 0.2868 0.9316 

Polynomi
al 

0.1410 0.8923 0.2907 0.9300 

 

Table 1 presents the measurement results of various 

GLCM (Gray-Level Co-occurrence Matrix) features for 

the Otsu method and the Polynomial method. The 

following is an interpretation of each GLCM feature: 

Contrast: This feature measures the extent of intensity 

differences in the image. Lower values indicate that the 

image has fewer intensity differences between pixels, 

while higher values suggest greater intensity 

differences. In this case, the Otsu method has a contrast 

value of 0.1368, while the Polynomial method has a 

value of 0.1410. The Otsu method has a lower contrast 

value, indicating fewer intensity differences between 

pixels in the image. 

Correlation: This feature measures how pixels in the 

image are correlated with each other. Values closer to 1 

indicate a higher level of correlation between pixels. In 

this instance, the Otsu method has a correlation value of 

approximately 0.8983, while the Polynomial method 

has a value of around 0.8923. The Otsu method has a 

slightly higher correlation, indicating a higher level of 

correlation between pixels in the image. 

Energy: This feature measures the homogeneity or 

uniformity of intensities in the image. Values 

approaching 1 indicate that the image has very uniform 

intensities. In this table, the Otsu method has an energy 

value of about 0.2868, while the Polynomial method 

has a value of about 0.2907. The Otsu method has a 

slightly lower energy value, indicating slightly greater 

intensity variation in the image. 

Homogeneity: This feature measures how 

homogeneous or uniform the intensities in the image 

are. Values close to 1 indicate that the image is highly 

homogeneous. In this table, the Otsu method has a 

homogeneity value of around 0.9316, while the 

Polynomial method has a value of approximately 

0.9300. Both methods exhibit high homogeneity, but 

the Otsu method has a slight advantage in this regard. 

So, the results from this table demonstrate a comparison 

of various GLCM features between the Otsu and 

Polynomial methods. The Polynomial method has 

slightly better values for contrast and energy, but it has 

a slightly lower correlation and homogeneity value 

compared to the Otsu method.  

 

The process of calculating the proximity between 

GLCM features of Otsu and Polynomial methods with 

reference GLCM features using Euclidean distance is 

presented in Code 1. 

 
[Contrast;Correlation;Energy;Homogeneity]; 
stats_mat_nor = [0.0594;0.9515;0.4093;0.9738]; 
stats_mat_LSIL = [0.1750;0.9566;0.1543;0.9147];  
stats_mat_HSIL = [0.0339;0.9869;0.2922;0.9831];  
stats_mat_koilocyt = [0.2079;0.9726;0.1260;0.9152];  
 

The total proximity results for all images from each 

method are: GLCM Otsu average distance = 6.6457; 

GLCM Polynomial average distance = 6.6215. 

The average distance values for GLCM Otsu and 

GLCM Polynomial were obtained using the Euclidean 

distance. The GLCM Otsu value of 6.6457 is larger than 

the GLCM Polynomial value of 6.6215, indicating that 

the calculation of Euclidean distance suggests that the 
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GLCM Polynomial is closer to the reference GLCM 

value in identifying the nucleus position. This research 

outcome highlights that smaller Euclidean distance 

values indicate a closer proximity to the actual nucleus 

position. The values above represent the overall values 

for 400 images, which have been averaged. It is evident 

that the average distance for the polynomial method is 

closer to the reference GLCM. 

3.2 Discussions  

The practical implications of these findings in the 

context of cervical cancer diagnosis can be highly 

beneficial, such as: 

Improved Diagnostic Accuracy: The superior 

performance of GLCM Polynomial in nucleus detection 

has the potential to enhance the accuracy of cervical 

cancer diagnosis. With more accurate nucleus 

detection, doctors can have more valuable information 

for diagnosing cervical cancer at earlier stages, which 

translates to earlier treatment and improved chances of 

recovery.  

Reduction of Human Errors: The enhanced GLCM 

Polynomial can also help reduce human errors in the 

diagnostic process. This is because computer 

algorithms can rely on more reliable and objective data 

compared to human interpretation, which is susceptible 

to variations and fatigue.  

Use in Challenging Cases: The potential application of 

GLCM Polynomial in diagnostically challenging cases 

should be considered. There are instances where 

cervical cancer cells are difficult to distinguish from 

normal cells with the naked eye. In such situations, 

advanced computer algorithms can provide significant 

added value in assisting doctors in making more 

accurate decisions.  

Limitations in Clinical Application: However, there are 

some limitations in the clinical application of GLCM 

Polynomial. These may include the required hardware 

and software, computation time, and the training needed 

for medical professionals to integrate this tool into their 

daily practice. Additionally, it is important to 

emphasize that the results of image analysis always 

need to be confirmed through further medical 

examinations.  

These practical implications highlight the potential 

benefits of utilizing GLCM Polynomial in cervical 

cancer diagnosis, while also acknowledging the 

challenges and limitations that need to be addressed for 

effective integration into clinical practice.  

4. Conclusions 

This research results in an improvement of the nucleus 

detection method by integrating the GLCM technique 

into the Polynomial method. This indicates that the 

Polynomial method yields nucleus detections that are, 

on average, closer to the actual nucleus positions. 

Considering the superior performance of GLCM 

Polynomial, further research will apply the performance 

of this method not only to detect nuclei in single cells 

but can be extended to detect nuclei within groups of 

cells. In such cases, nuclei may overlap, posing a unique 

challenge for precise detection. Furthermore, as part of 

further research, the GLCM Polynomial method will be 

validated on external datasets for nucleus detection. A 

method capable of accurately detecting nuclei can be 

suggested as a recommendation to improve the 

method's accuracy in future cervical cancer cell 

identification.   
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