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Abstract  

A recommendation system is a system that provides suggestions or recommendations for a product or service for its users. One 

of the problems encountered in the recommendation system is sparsity, namely the lack of available data for analysis, resulting 

in poor performance of the recommendation system because it cannot provide the proper recommendations. On this basis, this 

study proposes the mean method and the stochastic Hot-Deck Method to calculate missing values to improve the quality of the 

recommendations. The experimental results show that the hot-deck imputation method gives better results than the mean 

imputation method with smaller RMSE and MAE values, namely 2,706 and 2,691. 
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1. Introduction 

The recommendation system consists of several 

methods such as content-based, collaborative filtering, 

demographic information, and hybrid. Collaborative 

Filtering (CF) uses a database of consumer preferences 

to predict additional topics or products that consumers 

might also like. In many CF scenarios, there will be a 

list of m users {u1,u2,…, um} and a list of n items 

{i1,i2,…, in}, and each user, UI, has a list of items, Iui, 

that the user has rated, or from preferences inferred 

from their behaviour. Ratings can be taken from explicit 

indications, such as a scale of 1-5, or implicit 

indications, such as purchases or elections [1].  

Collaborative filtering is the most successful method in 

recommendation systems. Collaborative filtering is 

divided into two categories, namely memory-based and 

model-based [2]. The memory-based approach uses 

patterns of similarity between users, often called user-

based, and between services based on historical data, 

called item-based [3]. Item-based filtering works by 

collecting the attributes contained in an item and trying 

to find other items that have the same attributes, where 

similar items will be recommended to users [4]. 

However, CF has some drawbacks such as sparsity. 

Data similarity only takes common values, causing it to 

be unreliable if the data is sparse. Missing data will 

cause inaccurate parameter estimation due to reduced 

data size [5].  

Data Sparsity is the occurrence of vacancies in the user-

item data matrix, which is caused by the user rating in a 

small number of the number of items available in the 

database [6]. Rubin (2002) defines missing data based 

on three loss mechanisms: Missing Completely At 

Random (MCAR) when the probability of a case having 

an error value for the variable does not depend on a 

known value or missing data; Missing At Random 

(MAR) when the probability of a case having a missing 

value for a variable can depend on the known value but 

not on the value of the missing data itself; Missing Not 

At Random (MNAR) when the probability of an 

instance having a missing value for a variable can 

depend on the value of that variable [7].  

Data sparsity is a problem that arises in various 

situations, such as when there are new users who are 

just using the service, it will be difficult to find the same 

preferences because there is not much information [8]. 

The latest films cannot be recommended until there are 

users who recommend them, and not all users will give 

good recommendations due to the lack of historical data 

for their recommendations. This can reduce the 

effectiveness of recommendation services that rely on 

the comparison of user recommendations so that 

predictions can be issued. From these problems, 

additional algorithms are needed to minimize data gaps 

in the recommendation system [9]. 
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Imputation is one of the algorithms that can be used to 

solve the sparsity problem. One of the imputation 

methods used is to replace missing data with an average 

value or with a mode depending on the type of data. For 

numerical data, it is used to replace missing data with 

an average value, while for categorical data, it is used 

to replace missing data with the closest value. 

The imputation process can also be described using 

linear regression and taking the imputed values as a 

random sample from a normal distribution. This is 

problematic if the residuals from the regression are not 

normally distributed (eg.: if the data is skewed) or if the 

relationship between the variables is nonlinear (eg.: 

height and age). For example, a variable that can only 

have positive values (for example, amount) can have 

negative imputed values. One option to overcome this 

problem is to transform the variables before imputation 

so that the transformed variables have a distribution that 

is closer to the normal distribution. For example, a 

logarithmic transformation, when applied to a 

positively skewed distribution, can produce a 

distribution that is closer to the normal distribution. As 

a final step, we can back-transform the imputation to 

return it to its original scale [10].   

Another imputation method is Hot-deck. Hot-deck 

Imputation generally refers to Sequential Hot-deck 

Imputation, which means that the data set is sorted and 

missing values are imputed sequentially walking 

through observation after observation. Sorting data 

using predictor variables is selected based on its 

relationship with the variable to be imputed [11]. 

Stochastic Hot-deck imputation is a Hot-Deck Method 

that involves randomly selecting a donor record from 

complete cases in the data and using it to fill in the 

missing values for an incomplete case. Imputation is 

carried out stochastically, which means that the 

selection of donor records is random and depends on the 

distribution of donor records [12]. Currently, methods 

with better theoretical properties are available, but the 

Hot-deck Imputation method is still quite popular due 

to its simplicity and speed. 

Several studies have been carried out to solve sparsity 

problems using imputation methods such as average 

values, closest values, Hot decks, and others. 

Meanwhile, in this research, we compared the Mean and 

Hot Deck impact methods with a movie dataset to find 

out which method performed better. 

2. Research Methods 

Research methodology uses a series of procedures to 

obtain data, analyze data, and draw conclusions based 

on the results of the analysis. The following is an 

explanation of the research methodology that can be 

carried out for missing value imputation research using 

the MovieLens 100K dataset.  

The dataset used in this research is MovieLens 100K 

data, and Data Wrangling is the method used for 

cleaning, preprocessing, and transforming data [13]. 

Data wrangling is the process of transforming raw data 

into a usable form. This process can also be referred to 

as data processing or data repair. Usually, research will 

go through a data wrangling process before conducting 

data analysis to ensure data is reliable and complete 

[14]. The MovieLens 100K dataset can be downloaded 

for free from the official MovieLens website, As seen 

in Figure 1. This dataset contains 100,000 movie ratings 

by MovieLens users and consists of three files: a rating 

file, a movie information file, and a user file. 

 

Figure 1. Movielens dataset information 

Systematic sampling is a random sampling method that 

involves selecting sample units at certain intervals from 

the desired target population [15]. This method is 

carried out by determining the interval between units 

taken randomly from the population, and then choosing 

the first unit at random. 

Systematic sampling is preferred over simple random 

sample selection when the risk of data manipulation is 

low. If the risk is high, where a researcher can 

manipulate the length of the interval to get the desired 

result, then a simple random sample selection technique 

would be more appropriate. [16]. 

This study uses systematic sampling on a population of 

1000 users, with 10 intervals, so every 10 users will be 

taken as a sample, for example, the 10th, 20th, 30th 

users, and so on. In systematic sampling, the first 

sample unit is taken randomly, and then the interval is 

determined according to the desired number of sample 

units, and then the data will be classified. Classification 

is a form of data analysis that extracts models that 

describe data classes [17]. 

Data Imputation is carried out on sampling data, and 

then an analysis is carried out by comparing the results 

of imputation with one method with another. The 

following is an example of testing with the manual 

calculation imputation method on a small dataset of 

film ratings in Table 1. 

In Table 1, the results are not perfect because they still 

have missing data. Then, it will be imputed with the 

mean method and the Hot-Deck Method. 
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Table 1. Sample of Dataset with Missing Data 

ID User Age Gender Work Movie 1 Movie 2 Movie 3 Movie 4 

136 51 Male Other 4 5 0 5 

137 50 Male Teacher 4 4 3 0 

138 46 Female Doctor 4 2 2 0 
139 20 Male Student 2 3 0 3 

140 30 Female Student 0 0 0 0 

Imputation with the Mean method has the disadvantage 

of reducing the variance of the variables because the 

values entered are the same for each variable [18]. The 

initial calculation can be seen in Formula 1.  

𝑝𝑟𝑒𝑓𝑢,𝑔 =
∑ 𝑖∈𝐼𝑔𝑟𝑢𝑖

‖𝐼𝑓‖
                (1)   

𝑝𝑟𝑒𝑓u,g is the rating value from user u to genre g, 𝑟ui 

is the user u's rating to item i, 𝐼g is the a collection of 

items that have a genre g.   

The mean imputed value to be used in filling in the 

rating of an item is the mean value of the user's rating 

of the genres that the item belongs to [19]. The mean 

imputation calculation is in Formula 2. 

𝑖𝑚𝑝𝑚𝑒𝑎𝑛𝑢,𝑖 =
∑ 𝑔∈𝐺𝑖𝑝𝑟𝑒𝑓𝑢,𝑔

‖𝐺𝑖‖
                                 (2)   

𝑖𝑚𝑝𝑚𝑒𝑎𝑛𝑢, I is the mean imputed value of user u for 

the item i, 𝑝𝑟𝑒𝑓u,g is the user rating of the genre g, 𝐺i 

is a collection of items to which the item belongs i. 

Missing data on film 1 is filled with the average of all 

known scores in film 1: 

(4+4+4+2)/4=3,5 

Then the results follow the data containing integers to = 

4. The imputation results obtained are then filled into all 

blank scores in film 1. Imputation is continued for 

scores in films 2, 3, 4 and so on. Table 2 is the mean 

imputed result. Transformation 

Table 2. Mean Imputation Results 

ID User Age Gender Work Movie 1 Movie 2 Movie 3 Movie 4 

136 51 Male Other 4 5 3 5 
137 50 Male Teacher 4 4 3 4 

138 46 Female Doctor 4 2 2 4 

139 20 Male Student 2 3 3 3 
140 30 Female Student 4 4 3 4 

Different from the mean, Hot-deck uses other indicators 

as an average reference. Hot-deck Imputation generally 

refers to Sequential Hot-deck Imputation, which means 

that the data set is sorted and missing values are imputed 

sequentially walking through observation after 

observation [20]. When referring to stochastic by gross, 

the stochastic process is the set of random variables 

t{X(t),t∈T}. All possible values that can occur in the 

random variable X(t) are called the state space. One t 

value of T is called the index or time parameter. With 

this time parameter, the stochastic process can be 

divided into two forms, namely, first, if T = 

{0,1,2,3,…} then this stochastic process has discrete 

parameters and is usually abbreviated with the notation 

{X12}. (4). Second If T = {t | t ≥0} then the stochastic 

process has continuous parameters and is expressed by 

the notation {X(t) | t≥0}. (5) 

Furthermore, this study uses gender parameters. As 

seen in film 1, the average female user has a score of 4, 

so the result of ID 140 users who are female is 4. 

Meanwhile, in film 3, the average male user has a score 

of 3, which causes a score of user IDs 136 and 139 to 

be 3. Imputation continues on the score in the film that 

has not been filled in and so on. The results of the Hot-

deck imputation can be seen in Table 3. 

The imputation process was carried out using the Mean 

and Hot-deck, and then it was followed by a 

comparative analysis using RMSE and MAE 

evaluations. RMSE and MAE are two evaluation 

metrics used to measure how close the imputed data is 

to the original missing data. In this analysis, the 

performance of the two methods is measured by 

calculating the RMSE and MAE from the resulting 

imputed data. 

Table 3. Hot-deck Imputation Results 

ID User Age Gender Work Movie 1 Movie 2 Movie 3 Movie 4 

136 51 Male Other 4 5 3 5 
137 50 Male Teacher 4 4 3 4 

138 46 Female Doctor 4 2 2 1 

139 20 Male Student 2 3 3 3 
140 30 Female Student 4 4 2 1 
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In the previous dataset example, RMSE provides 

information about how far the model's average 

prediction is from the initial dataset in the same units as 

the imputed dataset value. The measurement of 

accuracy used in this study is RMSE (Root Mean 

Square Error) where RMSE calculates the difference 

and error values found between actual and forecast data. 

The RMSE value indicates the level of accuracy of the 

model being built. The smaller the RMSE value, the 

resulting accuracy will be higher [21], [22]. RMSE 

calculation using Formula 3. 

𝑅𝑀𝑆𝐸 =  √
1

𝑀
∑ (�̂�𝑖 − 𝑦𝑖)2𝑀

𝑖=1              (3)   

RMSE = √(((5-5)^2+(0-4)^2+(0-4)^2+(3-3)^2+(0-4)^2  )/5) 

Through calculations that follow Formula 3 [23], it can 

be seen that the RMSE obtained is 3.09 

MAE provides information about how far the model's 

average prediction is from the initial dataset in the same 

units as the MAE value. The lower the MAE value, the 

better the model performance [24]. Calculating MAE 

using Formula 4. 

𝑀𝐴𝑅 =
1

𝑛
∑ |𝑓𝑖 − 𝑦𝑖|𝑛

𝑖=1               (4)   

MAE = ((5-5)+(0-4)+(0-4)+(3-3)+(0-4))/5 

Through the calculations that follow Formula 3 [25], it 

can be seen that the MAE obtained is 2.4. 

3. Results and Discussions 

This research uses a dataset from GoupLens.org, 

namely 100k data consisting of 1682 movies, 943 users, 

and 100,000 ratings, so the data contains 93.7% 

sparsity. In addition, there is user demographic 

information, namely age, gender, occupation, and zip. 

(https://grouplens.org/datasets/movielens/100k/). 

The initial step taken in this research was to download 

the Movielens 100K dataset with the. CSV (comma-

separated values) extension and import it into a Google 

Colab notebook, as shown in Figures 2 and 3. This was 

done to facilitate the next step, namely data 

preprocessing. 

The next stage is cleaning by conducting systematic 

sampling on the dataset by filtering the data. The data is 

taken starting from user 5 and continues with interval 5, 

the selected data movies start from movies 1 to movies 

100. The sampling results can be seen in Figure 4. 

After cleaning the data, the next step is data 

transformation. In the dataset, the missing data is still 

an integer namely the value 0, so the data type cannot 

be imputed. Then the data must be changed to empty 

data (NaN) so that it can be identified that the data is 

missing data. The results of the transformation can be 

seen in Figure 5. 

 
Figure 2. Raw Data 

 

Figure 3. Import Dependency 

 

Figure 4. Sampling Result  

 

Figure 5. Data Transformation 

The data through the stages of cleaning, preprocessing 

and transforming indicate that the data is ready to be 

processed. Then it is continuous to do the imputation 

using the Mean and the Hot-Deck Method. For 

imputation the empty data mean will be imputed by the 

overall average of the data in each column, and then the 

results of the imputation will be rounded up to the 

nearest number. The mean imputation results can be 

seen in Figure 6. 

from google.colab import files 

uploaded = files.upload() 
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Figure 6. Results of Mean Imputation on the Movie Dataset  

 

In the next step, the imputation was carried out using 

the Hot-Deck Method with Hot-deck stochastics, using 

gender as an observation, missing data on a variable in 

the same data row will be matched with available data 

in other data rows that have the same gender value. 

Thus, the missing value in the variable being searched 

for will be filled in with the same value in that variable 

in the matching data row. 

Data with the first enters the empty matrix, it is still 

missing and it will be filled with values by random 

division. Hot-deck imputation is carried out twice with 

different genders so that the values with male and 

female genders that are processed do not merge, then 

after the data is imputed, the two will be combined, as 

seen in Figure 7. 

 

Figure 7. Hot-deck Imputation Results 

 

Figure 8. The Mean Imputed RMSE Graph 

 

The next step is to evaluate the results of the imputation 

of the Mean and the Hot-Deck Method using the RMSE 

and MAE evaluations. RMSE and MAE are two 

evaluation metrics used to measure how close the 

imputed data is to the original missing data. In this 

analysis, the performance of the two methods is 

measured by calculating the RMSE and MAE from the 

resulting imputed data. Evaluation results can be seen 

in Figures 8 and 9 for the Mean method, and Figures 10 

and 11 for the Hot-Deck Method. 

 

Figure 9. The Mean Imputed RMSE Results 

So, it is known that the results of the RMSE (Root Mean 

Square Error) from the mean imputation in this study 

are: 3.120 

 

Figure 10. RMSE Graph of Imputed Hot-deck 

 

Figure 11. RMSE of Hot-deck Imputation 

The RMSE (Root Mean Squared Error) result from the  

Hot-deck imputation is 2,706 

The next evaluation is MAE with the results shown in 

Figures 12 and 13 for the Mean method, and Figures 14 

and 15 for the Hot-Deck Method. 

 

# Total of mean RMSE result 

print("Mean RMSE:", np.mean(rmse_scores)) 

 

Mean RMSE: 3.12069665323677 

 

# Total of Hot-deck RMSE result 

print("Hot-deck RMSE:", 

np.mean(rmse_scores)) 

 

Hot-deck RMSE: 2.7064309707581113 
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Figure 12. MAE of Imputed Mean Graph 

Figure 13. The mean imputed MAE results 

Thus, it is known that the result of the MAE (Mean 

Absolute error) from the mean imputation in this study 

is 2,731 

 
Figure 14. MAE Graph of Imputed Hot-deck 

 

Figure 15 MAE Results of Imputed Hot-deck 

The imputation technique is used to overcome the 

sparsity problem in the recommendation system, and 

this study uses two imputation methods, namely Mean 

and Hot-deck. The imputation results were then 

evaluated using RMSE (Root Mean Squared Error) and 

MAE (Mean Absolute Error). The evaluation results 

can be seen in Table 4. 

Table 4. Evaluation Results 

Imputation 

methods 

Evaluation 

RMSE MAE 

Mean 3.120 2.731 
Hot-deck 2.706 2.691 

 

The evaluation results show that there is a difference in 

value between the Mean and Hot-deck imputation 

techniques, namely, the RMSE value is 0.414 and the 

MAE value is 0.040, where the Hot-deck evaluation 

value is smaller in both the RMSE and MAE values. 

This is because it is influenced by the observation data 

factor, namely gender. The smaller the RMSE and MAE 

values indicate better performance in Hot-deck 

imputation. 

4.  Conclusion 

Experimental results show that the imputation method 

can solve the sparsity problem and improve the quality 

of recommendations. This can be seen from the 

evaluation results of the Mean and the Hot-Deck 

Method with RMSE values of 3,120 and 2,706, 

respectively, and MAE values of 2,731 and 2,691. So, 

the Hot-deck imputation method gives better results 

than the Mean imputation method. That is because the 

smaller the RMSE or MAE, the better the performance 

of the imputation method in solving sparsity problems. 

Apart from that, it will produce higher-quality 

recommendations that are in line with user interests. 
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