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Abstract  

Malnutrition is one of the problems that occurs in children caused by a lack of nutritional intake. Indonesia contributed 36%, 

making it the fifth country with the largest cases of malnutrition in the world. Based on this, a solution is needed to reduce the 

growth rate of malnutrition cases. This research aims to carry out classification analysis to determine nutritional status by 

optimizing Machine Learning (ML) performance. The ML classification analysis process will later utilize the performance of 

the Artificial Neural Network (ANN) method with the Multilayer Perceptron (MLP) algorithm. ML performance can be 

optimized using the Pearson Correlation (PC) method to produce optimal classification analysis patterns. This research 

dataset uses child nutrition case data of 576 patients sourced from the M. Djamil Padang Province Regional General Hospital 

(RSUP). The dataset is divided into 417 training data and 159 test data. Based on the tests that have been carried out, the 

performance of the PC method can provide precise and accurate analysis patterns. This analysis pattern has also been able to 

provide a fairly good level of accuracy, namely 95%. Not only that, this research is also able to present analysis patterns with 

the best ANN architectural model in classifying nutritional status. Based on the overall results, this research can be used as 

an alternative solution to handling nutritional problems in children.  

Keywords: analysis of classification; malnutrition, artificial neural network (ANN); multilayer perceptron (MLP); west 

sumatra province

1. Introduction  

The growth and development of children are something 

that needs to be considered by all parties, especially 

parents[1]. The 5-year-old child age period is a period 

that is very influential on the child's development[2]. 

This development focuses on the perspective of 

changing the form or maturation of individual organs, 

including the social and emotioSumatranal 

transformation caused by the environment[3]. Child 

growth and development can also be interpreted as 2 

things where growth is closely related to the size or size 

of the child, while development can be defined as an 

increase in body composition and function[4]. 

The growth and development of children at an early age 

can also be affected by the influence of nutrition[5]. In 

essence, nutrition is something that must exist and be 

fulfilled because its existence is needed by the body, 

especially in the process of physical growth and 

development, the brain and nervous system, and even 

intelligence and human intellectual level[6]. The 

nutritional needs of children at an early age are vital to 

the growth and development of the human brain[7]. 

Several facts have explained that slowed physical 

growth, less agility, less intelligence, and low immune 

power are the result of not meeting nutritional needs[8]. 

This is based on the relationship between child growth 

and development and unbalanced nutritional needs and 

intake, where when a child gets sufficient and fulfilled 

nutrition, his growth and development will take place 

optimally[9]. Thus, nutritional problems can cause 

several diseases in children, one of which is 

malnutrition[10]. 

Malnutrition is a public health problem that can increase 

the risk of morbidity, death, and obstacles to both motor 

and mental growth[11]. Malnutrition is also a result of 

the problem of lack of nutrition over a long period so 

growth is stunted[12]. To prevent this, several efforts 

have been made such as prevention by carrying out 

situation analysis, activity plans, malnutrition 

consultations, making regulations, cadre training, 
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malnutrition management systems, measurement and 

publication of malnutrition data, and annual 

performance reviews[13]. 

The fact is that several regions still have problems 

dealing with malnutrition. One of these areas is in West 

Sumatra Province. The problem that arises is that the 

local Health Service is still having difficulties in 

handling malnutrition cases. Thus, in an effective 

analysis process, it is necessary to carry out analytical 

calculations on the development of the malnutrition 

problem that occurs in each period. 

The step in overcoming this problem is that the analysis 

process by adopting the Machine Learning (ML) 

concept using the performance of the Artificial Neural 

Network (ANN) method is expected to be able to 

present precise and accurate analysis results in handling 

malnutrition problems. ANN is basically a branch of 

science that is capable of processing information in 

solving problems by training on large amounts of 

data[14]. The performance of ANN is analogous to 

knowledge that adopts the work of the human brain in 

learning[15]. The working structure of ANN can be 

described by a model consisting of several neurons 

arranged in certain layers and interconnected[16]. 

ANN performance in several studies has had an impact 

as well as solutions to problems in the analysis 

proces[17]. It can be seen that ANN has optimal 

analysis output [18]. ANN also presents a fairly 

minimal error rate and provides a model for solving a 

problem[19]. This model can be presented for solving 

problems such as identification, prediction, and 

classification [20] - [22]. 

Based on previous research, the application of ML with 

the performance of the ANN method can be used to 

determine nutritional status by presenting a 

classification model in determining nutritional status 

optimally[23]. ANN also has a major contribution in 

analyzing the effects of malnutrition using input 

variables such as age, weight, height, muscle 

circumference, head circumference, and arm 

circumference[24]. The application of ANN was also 

successful in predicting the Body Mass Index (BMI) for 

toddlers to calculate the number of cases of malnutrition 

in toddlers[25]. In other cases, ANN was also able to 

take into account the risk factors for malnutrition in 

toddlers with reported results that there was a 

relationship between the mother's knowledge and the 

incidence of malnutrition with an OR value of 95%[26]. 

Based on several previous results, the classification 

analysis process in determining the nutritional status of 

children in the city of Padang will be presented in the 

ML performance. ML classification analysis involves 

the performance of the ANN method using the 

Multilayer Perceptron (MLP) algorithm to obtain 

optimal results. The performance of the MLP algorithm 

has basically been able to present a fairly good analysis 

model in carrying out the classification process[27]. 

The concept of the MLP algorithm can present a 

Supervised Learning learning model to present network 

outpu [28]. MLP can present quite good values of 

accuracy, precision, and recall[29]. MLP was also able 

to obtain accuracy, sensitivity, and specificity values of 

91.67%[30]. 

The implementation of the MLP algorithm performance 

in previous research optimally carried out the diabetes 

classification process with an accuracy rate of 86%[31]. 

Other research also explains that the performance of the 

MLP algorithm can provide a predictive process with 

an analytical model that produces optimal output[32]. 

Research on malnutrition cases with a prediction 

process using the MLP algorithm can classify 

malnutrition cases with an accuracy of 82.4%[33]. 

Some of the results of previous studies explain that 

MLP performance can be expected to provide 

maximum classification results in handling malnutrition 

cases. MLP performance will also be optimized later 

using the Pearson Correlation (PC) method in 

measuring variables that affect nutritional growth in the 

analysis of malnutrition cases. The process of 

measuring variable performance based on the 

performance of the PC method can provide new 

knowledge to see the factors that influence malnutrition 

cases. The performance of the PC method is expected 

to provide optimal analysis results in the classification 

process[34]. The PC method is also able to take into 

account the level of accuracy of classification analysis 

variables[35]. Previous studies have explained that the 

PC method provides a precise and accurate analytical 

model[36]. The PC method has also provided quite 

good performance in classification analysis based on 

the level of accuracy[37]. Furthermore, the PC method 

is able to evaluate data analysis pattern[38]. 

Based on the previous explanation, this research will 

carry out an optimized ML classification analysis 

process using the PC method to determine nutritional 

status. The ML classification analysis process can be 

developed by optimizing the correlation measurement 

process to present precise and accurate analysis 

patterns. The process of optimizing ML performance in 

classification analysis will also be something new and 

different from the previous classification analysis 

process. Overall, the classification analysis process 

with ML performance based on the MLP method 

optimized with the PC method can provide a new 

classification analysis model for determining nutritional 

status. This novelty is presented in the nutritional status 

classification analysis model. The resulting analysis 

model can also be used as an alternative solution in the 

process of determining nutritional status. The 

contribution of this research can have an impact on the 
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West Sumatra Provincial Health Service in handling 

malnutrition problems in children. 

2. Research Methods 

In carrying out the classification analysis process for 

determining malnutrition cases in children, the concept 

of Machine Learning (ML) is adopted to provide 

maximum output. ML has a pretty good performance in 

dealing with classification analysis problems[39].. ML 

also provides a fairly good description of the analytical 

model in the case of classification[40]. Thus ML can be 

applied in a model of this research framework in 

carrying out the process of analyzing malnutrition 

cases. The description of the research framework can be 

presented in Figure 1. 

 

Figure 1. Research Framework

Figure 1 illustrates the process of classification analysis 

by adopting ML performance. The ML performance 

process in the classification analysis presented in the 

research framework uses the MLP-optimized PC 

method. The PC method will test the correlation of 

variables (X) with classification outputs (Y). Based on 

these tests will produce an optimal analysis pattern in 

the classification. 

MLP performance in the classification process is also 

presented in the training and testing stages. The training 

process will test the training dataset to see the 

performance of the previously generated analysis 

pattern model. The results of the training process with 

the MLP algorithm will provide an overview of the 

testing process in conducting classification analysis. As 

a whole, the stages of this research will present a precise 

and accurate analysis process in the classification of 

malnutrition cases. 

2.1. Pearson Correlation (PC) Method 

Pearson Correlation (PC) is a technique used in the 

branch of statistics in measuring the correlation of 

relationships in each data[41]. PC can be adopted 

in[42]. PC can be combined with several other concepts 

and methods in conducting analysis[43]. The PC 

method can be described in Formula 1 and 2[41]. 

PX,Y=(
cov (X,Y)

𝜎𝑋.𝜎𝑌
)= (

E ((cov (X−µX)(Y−µY))

𝜎𝑋.𝜎𝑌
)                     (1) 

= 
E (XY)− E (X)E (Y)

√E (X.X)−𝐸.𝐸(𝑋) √𝐵 (𝑌.𝑌)−𝐸.𝐸 (𝑌)
              (2) 

Formula 1 and 2  explains that cov(X,Y) is a covariance 

value of X and Y. The variable value of X,Y is 

measured using the standard deviation value. 

Meanwhile, the value of E(X,Y) can also be referred to 

as the expected value of the variables X,Y[36]. 

2.2. Multilayer Perceptron (MLP) Algorithm 

The concept of the MLP algorithm consists of an input 

layer, a hidden layer, and an output layer [44]. The 

performance of the MLP algorithm presents 

calculations that adopt the performance of the 

feedforward algorithm[45]. The working principles of 

MLP include (1) each neuron has a non-linear activation 

function, (2) MLP has one or more hidden layers, (3) 

the analysis process goes through the input layer to the 

output layer, and (4) the MLP model has weights 

(synaptic)[46]. As for calculating the output of the MLP 

analysis results, it can be seen in Formula 3 and 4[47]. 
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𝑌𝑗(𝑝) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(∑ 𝑋𝑖(𝑝). 𝑤𝑖𝑗(𝑝) −
𝑛

𝑖=1
𝜃𝑗)                   (3) 

𝑌𝑘(𝑝) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(∑ 𝑋𝑗𝑘(𝑝). 𝑤𝑗𝑘(𝑝) −
𝑛

𝑖=1
𝜃𝑘)               (4) 

Formula 3 explains that the actual output in the hidden 

layer can be obtained by using the sigmoid activation 

function on the weight of each hidden layer. Formula 4 

also explains how the output value Yk is obtained. The 

Yk value is obtained by the sum of all inputs in the input 

layer, multiplied by the weight of each input that enters 

the hidden layer, and reduced by the threshold value. 

After the output results are obtained, the MLP algorithm 

repairs the weight values starting from the output layer 

and continues to the input layer. 

3.  Results and Discussions 

The process of analyzing nutritional status 

classification using optimized ML can begin by 

analyzing research datasets. The research dataset comes 

from patient history data at the M. Djamil Provincial 

General Hospital (RSUP), Padang City and the West 

Sumatra Provincial Health Service. The research 

dataset consists of 576 patients for the 2018-2022 

period. The dataset will later be divided into 417 

training data and 159 test data. The research dataset 

sample in ML classification analysis can be seen in 

Table 1.

Table 1. Sample Research Dataset 

No Gender Age (Month) Tall Body (Cm) Weight (Kg) Malnutrition Case 

1 F 19 47.1  4.4 Malnutrition 

2 F 6 32 3.6 Normal 

3 M 7 30 4.2 Normal 

4 F 4 36 2.8 Malnutrition 

5 F 11 51 5.6 Malnutrition 

6 M 3 41 3.6 Normal 

7 M 10 35 3.3 Normal 

… ….. ….. ……. …….. ………. 

… ….. ….. ……. …….. ………. 

17 M 36 60 4.2 Normal 

18 F 38 67.9  8.1  Malnutrition 

19 M 50 66 59 Normal 

20 M 35 60 62 Normal 

Table 1 is an example of a research dataset in 

conducting classification analysis to determine 

nutritional status. There are at least 4 (four) input 

variables (X) and 1 (one) output variable (Y) that form 

a classification analysis pattern. These variables include 

gender (X1), height (X2), child's age (X3) and weight 

(X4). The output variable is taken from the value of the 

Malnutrition Case variable (Y). After the analysis 

variables are determined, the initial process is to test 

ML performance before optimizing the classification 

analysis. The classification analysis process will begin 

with the formation of an analysis network architecture 

which can be seen in Figure 2. 

 

Figure 2. Analysis of ANN Network Architecture Malnutrition Classification 

Figure 2 shows the MLP network architecture for ML 

nutritional status classification. The architectural 

pattern consists of 3 layers, namely the input layer 

consists of 4 input units, the hidden layer consists of 4 

units and the output layer consists of 1 output unit. This 

architectural pattern will involve 417 training data and 
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159 test data in the classification analysis process. The 

results of ML learning on MLP performance can be 

presented in Table 2.

Table 2. Comparison of MLP Classification Analysis Network Patterns 

Single Hidden Layer 

Architecture 
Training  Testing 

Accuracy MSE Performance Accuracy MSE Performance 

(4-5-1) 99,730700 0,269300 0,002693 99,366950 0,633050 0,006331 

(4-8-1) 99,998400 0,001600 0,001000 99,998400 0,001600 0,001000 

(4-10-1) 99,717400 0,282600 0,002826 99,988600 0,011400 0,003300 

(4-15-1) 99,693400 0,306600 0,001000 99,988500 0,011500 0,007200 

(4-20-1) 98,420400 1,579600 0,001000 99,999446 0,000554 0,003700 

Multi Hidden Layer 

Architecture 
Training  Testing 

Accuracy MSE Performance Accuracy MSE Performance 

(4-5-5-1) 99,944100 0,055900  0.0016 99,997600 0,002400 0,001600 

(4-5-8-1) 99,444500 0,555500 0,000845 99,998600 0,001400 0,000845 

(4-5-5-8-1) 99,893900 0,106100 0,006300 99,997100 0,002900 0,003800 

(4-5-8-8-1) 99,995800 0,004200 0,001400 99,998200 0,001800 0,001400 

(4-5-8-10-1) 99,959600 0,040400 0,008600 99,959600 0,040400 0,004100 

Table 3 is the result of the ML learning process on MLP 

performance in the classification analysis process for 

determining malnutrition. The best ML performance 

was obtained on MLP architectural with 4-5-8-1 

providing an accuracy rate of 99.44%. This architecture 

will later be adopted in ML analysis testing which can 

be presented in Figure 3. 

 

Figure 3. ML Testing Results Before Optimization 

Figure 3 is the result of ML testing using the MLP 

method before optimization was carried out in carrying 

out classification analysis to determine nutritional 

status in children. The test results present a performance 

level value of 92.28%. Based on these results, ML 

performance is optimized to provide maximum results 

by measuring the correlation in the analysis patterns 

used. The optimization process for measuring 

correlation analysis patterns was carried out using the 

PC method. The PC method measurement results can be 

seen in Table 3. Table 3 explains the results of the 

variable correlation test in the classification analysis 

pattern for determining malnutrition status. The results 

of correlation measurements can be seen from the level 
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of relationship between variables (X) and the analysis 

output (Y). Based on testing, the correlation between 

the Gender variable (X1) has a correlation level of 0.587 

with case (Y). The measurement of the Age variable 

(X2) also has a correlation level of 0.707 with Case (Y). 

Furthermore, the Height variable (X3) also has a fairly 

good correlation of 0.773 with Case (Y). The High 

Variable (X4) in the analysis results was also able to 

provide a correlation of 0.715 to Case (Y).

Table 3. Pearson Correlation (PC) Analysis Results 

Correlations 
 Gender Age Tall_Body Month Case 

Gender Pearson Correlation 1 0.625 0.654 0.792 0.587 

Sig. (2-tailed)  0.599 0.820 0.212 0.220 

N 20 20 20 20 20 

Age Pearson Correlation 0.625 1 0.749** 0.487* 0.707 

Sig. (2-tailed) 0.599  0.000 0.029 0.978 

N 20 20 20 20 20 

Tall_Body Pearson Correlation 0.654 0.749** 1 0.393 0.773 

Sig. (2-tailed) 0.820 0.000  0.087 0.244 

N 20 20 20 20 20 

Month Pearson Correlation 0.792 0.487* 0.393 1 0.715 

Sig. (2-tailed) 0.212 0.029 0.087  0.363 

N 20 20 20 20 20 

Case Pearson Correlation 0.587 0.707 0.773 0.715 1 

Sig. (2-tailed) 0.220 0.978 0.244 0.363  

N 20 20 20 20 20 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

Based on the results of the correlation level 

measurements carried out, the Gender variable (X1) has 

the worst correlation among the other variables. Thus, 

the ML classification analysis pattern used in 

determining nutritional status can be taken based on the 

variables Age (X2), Height (X3), and Body Height 

Variable (X4). After the analysis pattern is measured 

using the PC method, the classification analysis process 

will be carried out again using the ML performance of 

the MLP algorithm to determine malnutrition status. 

The results of the optimized ML analysis process can be 

seen in Figure 4.  

 

Figure 4. Results of The Optimized ML Analysis Classification Process
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Figure 4 is the result of ML testing which has been 

optimized using the PC method to produce optimal 

analysis patterns. The ML test results were able to show 

a performance level value of 99.97%. Based on these 

results, the optimized ML performance has provided 

maximum results in determining malnutrition in 

children. To see the difference in ML performance 

before optimization and after optimization, see the 

Table 4. 

Table 4. ML Performance Before and After Optimization determining Malnutrition in Children 

Gender 

(X1) 

Age 

(X2) 

Tall 

Body 

(X3) 

Weight 

(X4) 

Malnutrition 

Case (Y) 
Accuracy ML  Age 

(X1) 

Tall 

Body 

(X2) 

Weight 

(X3) 

Malnutrition 

Case (Y) 

Accuracy 

ML 

F 19 47.1  4.4 Malnutrition 

92.28% 

 19 47.1  4.4 Malnutrition 

99.97% 

F 6 32 3.6 Normal  6 32 3.6 Normal 

M 7 30 4.2 Normal  7 30 4.2 Normal 

F 4 36 2.8 Malnutrition  4 36 2.8 Malnutrition 

F 11 51 5.6 Malnutrition  11 51 5.6 Malnutrition 

M 3 41 3.6 Normal  3 41 3.6 Normal 

M 10 35 3.3 Normal  10 35 3.3 Normal 

M 18 45 3.7 Normal  18 45 3.7 Normal 

M 40 55 5.1 Normal  40 55 5.1 Normal 

M 42 61 7.2 Malnutrition  42 61 7.2 Malnutrition 

M 19 68.7  8.2  Malnutrition  19 68.7  8.2  Malnutrition 

F 27 34.2  4.2 Normal  27 34.2  4.2 Normal 

F 36 57.9  5.1  Normal  36 57.9  5.1  Normal 

F 37 67.7  7.2  Malnutrition  37 67.7  7.2  Malnutrition 

M 16 41 3.7 Malnutrition  16 41 3.7 Malnutrition 

M 35 45 17 Malnutrition  35 45 17 Malnutrition 

M 36 60 4.2 Normal  36 60 4.2 Normal 

F 38 67.9  8.1  Malnutrition  38 67.9  8.1  Malnutrition 

M 50 66 59 Normal  50 66 59 Normal 

M 35 60 62 Normal  35 60 62 Normal 

Cor X1 

- Y 

Cor X2 

- Y 

Cor X3 

- Y 

Cor X4 

- Y 
Average Correlation  Cor X2 

- Y 

Cor X3 

- Y 

Cor X4 

- Y 
Average Correlation 

0,587 0,707 0,773 0,715 0,6955 
 

0,707 0,773 0,715 0,731666667 

Table 4 is an analysis of ML performance before and 

after optimization in classifying malnutrition in 

children. ML performance can work optimally based on 

optimization that has been carried out previously. ML 

performance can be seen based on the accuracy level 

presented at 99.97%.. Based on these results, this 

research has been able to present a new classification 

analysis model on ML performance in determining 

nutritional status. The novelty presents a reliable 

classification analysis model based on multiple testing 

processes to produce optimal output. The application of 

the MLP algorithm to the ANN method also makes an 

active contribution to ML performance in presenting 

precise and accurate analysis results. Overall, this 

research has also provided output in the form of an 

analysis model for the classification of cases of 

malnourished children. Based on the results of this 

research, the West Sumatra Provincial Health Service 

will be able to carry out optimal treatment and become 

a benchmark for implementing strategies to overcome 

the problem of malnutrition in children.. 

4.  Conclusion 

Based on the discussion in this study, it can be 

concluded that the application of the MLP algorithm to 

ML can provide optimal analysis results. The analysis 

process is inseparable from the performance of the PC 

method which provides an overview of the level of 

measurement of classification analysis patterns. The 

results of the error rate analysis carried out are 

presented in a performance of 0.0491. The results show 

that the error rate of classification analysis is minimal 

and provides precise and accurate accuracy. Overall this 

study can provide an overview of the optimal 

classification pattern model for analyzing the 

classification of malnutrition cases in children. 
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