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Abstract  

Acute Lymphoblastic Leukemia (ALL) is the most prevalent form of leukemia that occurs in children. Detection of ALL through 

white blood cell image analysis can assist in prognosis and appropriate treatment. In this study, the author proposes an 

approach for classifying ALL based on white blood cell images using a Convolutional Neural Network (CNN) model called 

InceptionV3. The dataset used in this research consists of white blood cell images collected from patients with ALL and healthy 

individuals. These images were obtained from The Cancer Imaging Archive (TCIA), which is a service for storing large-scale 

cancer medical images available to the public. During the evaluation phase, the author used training data evaluation metrics 

such as accuracy and loss to measure the model's performance. The research results show that the InceptionV3 model is 

capable of classifying white blood cell images with a high level of accuracy. This model achieves an average ALL recognition 

accuracy of 0.9896 with a loss of 0.031. The use of CNN models like InceptionV3 in medical image analysis has the potential 

to enhance the efficiency and accuracy of image-based disease diagnosis. 
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1. Introduction  

Cancer, a complex and devastating disease, continues to 

pose a significant threat to human health on a global 

scale. As the leading cause of death worldwide, it 

manifests through the abnormal and uncontrolled 

growth of cells, which can infiltrate and harm various 

tissues within the human body[1] . Among the diverse 

array of cancers, blood cancer stands out as a 

particularly distressing condition, mainly when it 

affects the vulnerable population of children. 

Shockingly, blood cancer is responsible for claiming 

the lives of numerous children, ranking it second only 

to accidents as the leading cause of death among 

individuals aged 5 to 14 years [2]. When we delve 

deeper into childhood blood cancer, one specific type 

looms prominently - acute lymphoblastic leukemia 

(ALL). This cancer primarily affects children, 

triggering an uncontrolled growth of immature white 

blood cells in the bone marrow [3]. The impact of ALL 

on young lives cannot be understated, as it inflicts 

immense physical, emotional, and psychological 

hardships on the affected child and their families. To 

comprehend the magnitude of blood cancer's 

prevalence and its toll on society, examining the 

incidence and mortality rates associated with leukemia 

is crucial. Based on recent data from 2015 to 2019, the 

yearly incidence rate for leukemia is 14.1% per 100,000 

individuals, encompassing both men and women. 

Additionally, 6.0% of every 100,000 individuals 

succumb to this relentless disease yearly [4]. It is worth 

noting that these rates have been adjusted for age, taking 

into account cases reported from 2015 to 2019 and 

deaths that occurred between 2016 and 2020. 

In the field of medicine, the use of images as a 

diagnostic method has been practiced for a long time, 

and one of the technological solutions in the medical 

field is through deep learning [5]. Previous research has 

utilized machine learning [6]–[8] and deep learning [9]–

[11] to detect Leukemia. Artificial Neural Networks 

(ANN), which serve as the foundation for the subfield 

of machine learning known as deep learning, have 

emerged as a transformative force in data analysis and 

pattern recognition. These intricate computational 

models are uniquely equipped to tackle diverse tasks, 

including direct classification of complex data such as 

images or sound, thereby revolutionizing various 

domains, including medicine [12]. One of the deep 

learning techniques that can be used in medical image 

analysis is Convolutional Neural Network (CNN). 

A study conducted [13], a diagnostic aid system was 

suggested that classified ALL photos and images of 
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healthy cells using a CNN architecture with an ECA 

module, an improvement to the VGG16 CNN design. 

According to their experimental findings, the suggested 

CNN model extracts features well and achieves an 

accuracy of 91.1%. In another study [14], ALL images 

were classified into B-Cell and T-Cell using pre-trained 

DNN AlexNet and LeukNet models using the American 

Society of Hematology (ASH) dataset. Their 

classification accuracy was 94.12% using pre-trained 

CNN AlexNet, as well as LeukNet. 

Inception V3 was utilized in research [15] to extract 

features, and neural networks were employed to 

categorize photos into six sports categories based on 

context and surroundings. The effectiveness of the 

framework and neural networks has been tested through 

comparisons with several classifiers, including Random 

Forest, K-Nearest Neighbors (KNN), and Support 

Vector Machine (SVM). The findings had an average 

accuracy rate of 96.64%.  Another study [16] developed 

and proposed a method for real-time detection of Acute 

Lymphoblastic Leukemia (ALL) and Acute 

Myelogenous Leukemia (AML) while maintaining high 

accuracy. Convolutional Neural Networks (CNN) and 

an image segmentation technique named AlexNet from 

MATLAB were employed in the process. The dataset 

used was C-NMC_Leukemia, which contained 

approximately 15,000 microscopic images of white 

blood cells. The proposed approach using CNN 

(AlexNet) + SVM achieved an accuracy of over 98%. 

According to research by [17], Acute Lymphocytic 

Leukemia (ALL) was found by the object detection 

approach, in which abnormal blood components were 

recognized by matching them with training data and 

then using the Faster-RCNN model to predict the risk 

of cancer cell development. They collected a dataset of 

256 primary data from leukemia patients and 

determined 4 main attributes (Neutrophils, 

Lymphocytes, Monocytes, and Eosinophils) in 

determining leukemia patients. The results obtained 

with average mean precision were 0.10, 0.16, and 0 for 

each epoch of 40, 60, and 120, respectively. 

Based on existing research, there is still no research that 

classifies ALL using the InceptionV3 architecture for 

such identification. Instead, the previously described 

research uses deep learning models with CNN 

architectures such as VGG16, AlexNet, LeukNet, SVM 

and Faster-RCNN. In addition, this research tries to 

develop and see the performance of the Convolutional 

Neural Network (CNN) on the InceptionV3 model to 

classify the type of acute lymphoblastic leukemia based 

on white blood cell images. The researcher will assess 

the accuracy of leukemia disease recognition using the 

InceptionV3 architecture for identification purposes. 

The content of this paper is organized as follows. The 

first section discusses the background of leukemia 

disease with models that can detect ALL using machine 

learning models. Section 2 discusses the proposed 

research method to detect ALL using the InceptionV3 

CNN model. Section 3 contains the model training 

results using scenarios performed at three folds. Finally, 

Section 4 shows the conclusion of this research. 

2. Research Methods 

2.1 Research Workflow 

The stages of research flow are shown in Figure 1, 

which are divided into five stages: data collection, pre-

processing, CNN model, training, and analysis and 

decision. In the first stage, the data used is the C-

NMC_Leukemia dataset obtained from The Cancer 

Imaging Archive. The second stage is pre-processing, 

where the processes involved are data merging, 

labeling, and augmentation. The third stage is the CNN 

model, where scenarios are conducted to determine the 

best accuracy using the CNN algorithm from the 

InceptionV3 architecture. The fourth stage is training, 

which aims to train the appropriate algorithm to achieve 

better accuracy. Finally, the fifth stage is analysis and 

decision, which involves evaluating the results, 

conducting analysis, and drawing conclusions based on 

the experiments conducted. 

 

Figure 1. Research Flow Diagram 

2.2 Dataset Collection 

The Cancer Imaging Archive (TCIA) is a service that 

stores large-scale cancer medical images available to 

the public [18]. The dataset obtained by the researcher 

consists of 15,135 images from 118 patients with ALL, 

labeled as normal cells and leukemia blasts [19]. The 



 Rizki Firdaus Mulya, Ema Utami, Dhani Ariatmanto 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 7 No. 4 (2023)  

DOI: https://doi.org/10.29207/resti.v7i4.5182 

Creative Commons Attribution 4.0 International License (CC BY 4.0) 

949 

 

 

dataset used is called C-NMC_Leukemia, which 

consists of microscopic images of white blood cells, 

specifically lymphoblasts, in bitmap (bmp) format with 

dimensions of 450 x 450 pixels for each image. 

2.3. Data Preprocessing 

At this stage, there are several processes carried out, 

starting from merging data, labeling, and data 

augmentation so that it can be continued into the next 

process, namely creating a CNN scenario. 

Merging data is done to combine existing data on the C-

NMC_Leukemia dataset. The purpose of merging data 

in this study is that the C-NMC_Leukemia dataset has 

a dataset that has been divided so that in this process 

merging is needed to combine these datasets.  

Labeling is done on the white blood cell image data that 

has been collected, then labeled according to the image 

information. The label performed in this study is a label 

for white blood cell images based on patients labeled 

normal cell and blast leukemia. 

Data augmentation is done by modifying the original 

image by changing its shape or position. The purpose of 

data augmentation is to improve the performance of the 

model because the machine will be able to recognize 

more objects of various shapes and patterns. The data 

augmented in this research will make changes to the 

brightness of the image such as saturation, contrast, 

brightness, and gamma in the image. 

2.4 CNN Model 

Convolutional Neural Networks (CNN), a remarkable 

innovation inspired by the intricate workings of the 

human brain, have revolutionized the field of deep 

learning and emerged as a potent tool in various image 

processing and computer vision applications [20]. The 

versatility and adaptability of CNN models have 

allowed them to be extensively employed in numerous 

tasks, ranging from image segmentation and feature 

extraction to text-to-image synthesis and face 

recognition, among countless others [21].  

A typical CNN model comprises four essential 

elements, each contributing to its formidable 

computational prowess. The first element is the 

convolutional layer, which performs localized feature 

extraction by convolving input data with a set of 

learnable filters, enabling the network to discern 

relevant patterns and structures within images. 

Following the convolutional layers, the pooling layers 

help downsample the spatial dimensions of the feature 

maps, reducing computational complexity and 

facilitating translation invariance. Activation functions, 

such as the popular Rectified Linear Unit (ReLU), 

introduce non-linearity into the network, enabling the 

modeling of complex relationships between features 

and improving the network's expressive capabilities. 

Finally, the fully connected layers integrate the learned 

features and generate the final predictions based on the 

extracted information [22]. A distinctive characteristic 

of CNNs is their ability to organize and shape neurons 

into three dimensions, forming a multi-layered 

architecture capable of capturing intricate details and 

spatial relationships within images [23]. The 

architecture of the CNN model is depicted in Figure 2. 

 

Figure 2. CNN Architecture Model  

The proposed pre-trained Inception-V3 model, as 

described by [24]. One of the top hardware experts in 

the industry created this model, which has over 20 

million parameters. Each model's symmetric and 

asymmetric building block comprises different 

convolutional, average, max pooling, concatenated, 

dropout, and fully connected layers. The input 

activation layers of this model also undergo batch 

normalization, which is standard practice. Using 

Softmax for classification is used. The diagram of the 

Inception-V3 CNN model is shown in Figure 3. 
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Figure 3. InceptionV3 CNN Architecture Model 

3.  Results and Discussions 

This section is the result of the training data stage which 

aims to determine the performance of the InceptionV3 

architecture by looking at the accuracy of the 

architecture. This is followed by analyzing and giving 

conclusions on the experiments that have been carried 

out. 

In order to achieve the highest level of accuracy 

attainable, the research procedure will be meticulously 

conducted, incorporating a carefully designed 

experimental framework that integrates a well-defined 

scenario and the powerful CNN algorithm of the 

InceptionV3 architecture. This comprehensive 

approach aims to harness the model's full potential and 

ensure a robust evaluation of its performance across 

multiple folds. To facilitate a thorough assessment of 

the model's capabilities, the scenario will involve a 

particular configuration of the experimental parameters, 

including the number of epochs utilized for each fold. 

In this study, an empirically determined choice has been 

made to utilize 50 epochs for fold 1, fold 2, and fold 3. 

Implementing different folds can enhance the 

performance of the model, as shown in Table 1. 

Table 1. Comparison of Accuracy for Each Fold 

Fold Accuracy Loss 

Fold 1 0,978 0.061 

Fold 2 0.996 0.0137 

Fold 3 0.995 0.019 

By implementing multiple folds within the 

experimental framework, the researcher aims to 

capitalize on the benefits of cross-validation, which has 

been widely recognized as a crucial technique for 

assessing the robustness and generalizability of 

machine learning models. The inclusion of different 

folds not only helps mitigate the potential bias and 

variability inherent in a single fold but also allows for a 

more comprehensive analysis of the model's 

performance across diverse subsets of the dataset.  

In the comprehensive series of tests conducted as part 

of this research study, the dataset employed for 

experimentation and analysis was thoughtfully 

partitioned into two subsets. Namely, a substantial 70% 

of the data training, which equated to approximately 

10.500 datasets, was exclusively reserved for the 

critical task of training the machine learning model, 

while the remaining 30% of the data testing, comprising 

an impressive count of roughly 4.500 datasets, was 

thoughtfully earmarked for the pivotal role of serving as 

the test data during the rigorous evaluation process. 

In the first scenario, the researcher reached an early 

stopping at epoch 24 of the 50 epochs set at the 

beginning, with the highest accuracy obtained being 

0.978 and a corresponding loss of 0.061. The graphical 

representation of the training accuracy and loss values 

can be seen in Figure 4.  

 
Figure 4. Accuracy and loss results for fold 1 
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In the second scenario, the researcher obtained an 

accuracy result at epoch 50, with a value of 0.996 and a 

corresponding loss of 0.0137. In this scenario, higher 

accuracy results are obtained with lower loss compared 

to the first scenario. The graphical representation of the 

training accuracy and loss values can be seen in Figure 

5. 

  
Figure 5. Accuracy and loss results for fold 2 

In the third scenario, the researcher obtained an 

accuracy result at epoch 50, with a value of 0.995 and a 

corresponding loss of 0.019. In the second scenario, 

higher accuracy results were obtained with lower loss 

compared to the first scenario. However, the accuracy 

and loss results are almost comparable to the second 

scenario. The graphical representation of the training 

accuracy and loss values can be seen in Figure 6. 

 
Figure 6. Accuracy and loss results for fold 3 

From the three testing scenarios conducted, the 

researcher obtained the highest accuracy result of 0.996 

and a loss value of 0.0137 in the second fold. The 

average results from the three folds yielded an accuracy 

of 0.9896 and an average loss of 0.031. This indicates 

that the testing conducted using the InceptionV3 

architecture is effective in achieving high accuracy in 

image classification [15]. This is due to the InceptionV3 

architecture's ability to better recognize patterns and 

objects at different scales. Additionally, the transfer 

learning approach used to train the InceptionV3 model 

has shown superior performance compared to models 

such as LSTM [25].  

From the results and analysis of the research mentioned, 

the researcher contributes to the development of a more 

effective and non-invasive diagnostic solution for the 

recognition and classification of acute lymphoblastic 

leukemia through white blood cell image analysis. It 

also encourages the use of image processing and deep 

learning technologies in the field of medicine and 

hematology to improve the testing and diagnosis of 

acute lymphoblastic leukemia. 

4. Conclusion 

The utilization of CNN models such as InceptionV3, in 

medical image analysis represents a transformative leap 

forward in enhancing the efficiency and accuracy of 

image-based disease diagnosis. By leveraging this 

advanced technology, the automatic detection and 

classification of acute lymphoblastic leukemia (ALL) 

based on white blood cell images can be seamlessly 

accomplished, equipping medical experts with 

invaluable insights for more precise prognoses and 

tailored treatment strategies. The research findings from 

this study unequivocally demonstrate the remarkable 

effectiveness of the CNN InceptionV3 model in the 

context of ALL classification. The results revealed an 

impressive average accuracy of 0.9896 on the training 

data, complemented by a remarkably low loss value of 

0.031. These metrics are compelling evidence of the 

model's inherent capabilities and ability to detect and 
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classify ALL with remarkable accuracy efficiently. 

However, this study exclusively focuses on the 

classification of ALL and does not encompass the 

careful consideration of other factors that may influence 

prognosis or treatment outcomes. While the results 

obtained from this research provide significant insights 

into the potential of the CNN InceptionV3 model in the 

context of ALL diagnoses, it is imperative to conduct 

further investigations and validation studies on a larger 

and more diverse population. Such endeavors should 

consider additional prognostic factors, including patient 

demographics, genetic markers, and treatment 

response, to comprehensively understand the model's 

utility and applicability in real-world clinical settings. 
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