Analysis of Supermarket Product Purchase Transactions With the Association Data Mining Method
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Abstract

The development of business world is entering the era of big data. In meeting supermarkets’ sales and purchase targets, the management needs to improve themselves in managing the goods available in the store. The research aims to determine the pattern of purchases that occur in a transaction, find out related and related products in supermarkets, and improve supermarket services to customers. The method applied uses the association rules approach to data mining. Several purchasing data from customers have been able to be analyzed by displaying a diagram as a visualization of the number of specified association rules. The processing results show a relationship above 90%: sugar and coffee with a confidence of 94.4%, shirts and trousers with a confidence of 93.4%, and sugar, milk, and coffee with a confidence of 92.0%. Decisions that can be taken by supermarket management in providing places and goods need to consider and follow product relationships and proximity based on the highest confidence value to provide services to customers effectively and efficiently.
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1. Introduction

The corporate world is evolving towards the big data and Internet of Things era, particularly in the trade sector [11][12]. The presence of business competition has created opportunities for competition in the business world, so every business person is expected to construct innovative, effective, and efficient ways to increase purchases of various products [13]. Supermarkets that provide goods in the world of sales are activities that aim to gain profit (profit) from consumers [4]. Business development requires governance and review of transparent and accountable values in the inventory of material stock available in warehouses sustainably [5]. To face global business competition, every store needs to have an innovative strategy for competitive advantage [6]. Construction in material inventory management will assist in educating strategic managerial functions to predict raw materials so that they affect operations in supermarkets to be good and orderly [7].

Based on consumer needs assumptions, management must decide when to pre-order purchases from suppliers [8]. System analysis is needed to support warehouses and stores in providing measurable control in supermarket governance, such as the Economic Order Quantity method An inventory system for materials (products) in a supermarket and the types of materials that must be ready stock are needed to anticipate shortages [10]. Constraints on the stock of materials (products) that are ordered, along with sources that are difficult to access, can affect the existence of material inventory, consumer services, and supermarket revenue [11][12]. The analysis attempted to construct a relevant system that supports decision-making so that sales optimization occurs at supermarkets and focuses on transaction data in-stock availability [13]. The analysis was carried out using a data mining approach [14][15] on an association rule approach to obtain the best results and support governance decision-making [16].

Supermarket services have experienced an increase in the system and customer quantity. Based on data from supermarkets, the number of ingredients or producto purchases has been obtained from early 2020 to late 2021 (for two years). The sample data amounted to 1000 records from hundreds of thousands of supermarket transactions systematically. The association method in data mining is used to find the relationship between relevant products (ingredients) to help governance in decision-making [17][18]. The discovery of patterns in purchases of various products is expected to improve services in a supermarket [19].
Based on the background stated in the introduction, it can be formulated that "how can supermarket management strategies manage and place goods to improve service to customers?". Governance determines purchasing patterns that occur in many transactions to understand the use of the association method in data mining and solve problems in supermarkets [20],[21], find out which products are interrelated and related, and improve excellent service to supermarket customers [22].

The benefits obtained are the ease of managing goods (products) in knowing purchasing patterns, layout relationships, and relationships of goods (products), providing an opportunity for management to obtain information from the results of data processing to make relevant and effective strategic decisions [23].

2. Research Methods

This research uses the associative rule method approach because it analyzes product purchases based on the relationship between one product and another so that it can obtain information regarding the layout of product positions in the store.

2.1 Transaction Data Preparation

In describing transaction patterns, 1,000 pieces of data are needed from 2020-2021. The following is a list of transactions that occur in Makassar city supermarkets.

2.2 High Frequency Form Analysis

The search for product variations on items that are the initial prerequisites for the value of support in the preparation of a database built through formula 1 [24],[25].

\[
\text{Support} (A) = \frac{\text{The number of related product transactions } A}{\text{Transaction totals}} \tag{1}
\]

then obtained the support value of the 2 items generated through the formula 2.

\[
\text{Support} (A \cap B) = \frac{\text{The number of related product transactions } A \text{ and } B}{\text{Transaction totals}} \tag{2}
\]

2.3. Associative Rule Construction

All maximum frequency forms that have been obtained give an associative rule which is the minimum prerequisite for confidence. It is achieved by adding up the confidence value in the associative rules \( A \rightarrow B \). Confidence Value from rules \( A \rightarrow B \) generated through the formula 3.

\[
\text{Support} = P (B | A) = \frac{\text{The number of related product transactions } A}{\text{Transaction amount contains } A} \tag{3}
\]

2.4 Association Role

I is the set which is the case study: \{Coffee, Milk, ..., Dolls\}.

D is the set of all transactions that translate a case: \{transaction 1, transaction 2, ..., transaction 1000\}

Proper Subset is a pure subset. Set construction \( A = \{xa,xb,xc\} \); A subset of \( A \) is an empty set = \{\}; Set in 1 Element = \{xa\}, \{xb\}, \{xc\}; Set in 2 elements = \{xa,xb\}, \{xa,xc\}, \{xb,xc\}; and the set in 3 elements = \{xa,xb,xc\}; Proper subset that is formed is a set in 1 and 2 elements.

Item Set is a set of items in I, namely a set \( A = \{xa,xb,xc\} \); Forming item sets \{xa\}, \{xb\}, \{xc\}; \{x,x\}; \{sugar\}; \{xb,xc\}.

The K-Item Set is an Item Set that comes from K items that contain I. While K is the number of elements contained in the set: 3-item sets are 3 elements.

Item Set Frequency is the number of transactions in I which are contained in a certain number of item sets. The number of transactions that can buy an item set. Based on the supermarket transaction table, the frequency of item sets that simultaneously buy Sugar and Coffee is 4 and the frequency of item sets that simultaneously buy Coffee, Milk and Aqua is 2 (record 1-10).

Item set frequency is an item set that appears at least "a certain number of times" in D. While the word "amount" is generally symbolized by \( \Phi \), so \( \Phi \) is the minimum limit in a transaction. First determine \( \Phi = 3 \), because if it is not specified then the frequency of the item set cannot be calculated. If \( \Phi = 3 \) for \{Sugar, Coffee\} what is the frequency of the Item set? If it is calculated, the number of transactions that buy Sugar together with buy Coffee is 4. Because 4 \( >= 3 \) then \{Sugar, Coffee\} is the Frequency Item Sc.

Fk is the set of all Item Set frequencies originating from K items.

2.5 Algoritma pada Association Rule

Set \( \Phi \).

Specify the entire Frequency Item set.

For each Frequency Item set has conditions: take an element with the name \( s \); For the rest, name it \( ss-s \); input elements that are assumed through the rule If (ss-s) then \( s \). For the 3rd stage repeat on all elements.

3. Results and Discussions

Data mining technology uses many kinds of a priori algorithms to determine association rules. The rule defines the association between some relative attributes in affinity analysis. Another term uses market basket analysis. In analysis or association, rule mining sets combination rules on items. The a priori algorithm's goal is to identify the frequent item sets that are applied to some data to produce the form that is frequently displayed when a transaction takes place. To facilitate calculations, Rapidminer is used as an open-source software tool that is carried out in a data mining environment in the form of data mining, text mining.
algorithms in machine learning, as well as in performing predictive analytics.

Prepare the data to be processed through the rapidminer studio tools before being inputted into the data processing stage. The data is processed through a priori algorithm, and the first attempted step is to determine the attributes. The attributes used or selected fulfill the relationships and relationships with one another.

RapidMiner is an open-source data science tool for performing data mining analysis, text mining and prediction analysis. Software that is used as a learning tool for data mining science, particularly when looking for links between different variables and solving problems in business operations.

The data used results from supermarket transactions totaling 1000 lines (records) with 13 attribute calculations, including sugar, coffee, milk, aqua, diapers, bed linen, washing soap, shampoo, toothpaste, toothbrush, shirts, trousers, and dolls.

3.1 Manual Calculation Process

Association rule mining with the first 10 records and 13 product items is described in transactions on items consumed and separate items purchased, as shown in table 1 and 2.

<table>
<thead>
<tr>
<th>Table 1. Transaction Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trans</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Customer Purchased Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trans</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
</tbody>
</table>

Table 3, 4 and 5 are formations of transformation and purchase of each item as many as 10 and 1000 transactions.
From step 5, we get 1 Fk, namely F2. F1 is not included because it only consists of 1 item. The antecedent may have more than 1 element, while the consequent consists of 1 element.

Determine (ss-s) as the antecedent and s as the consequent of the Fk that has been obtained based on the rule in step 6.

In step 6, we get the set F2 = \{ {XA,XB}, {XA,XC} \}, then it can be arranged:

To \{XA,XB\}:

If (ss-s) = XB, If s = XB, Then If buy XB then buy XA
If (ss-s) = XB, If s = XA, Then If buy XB then buy XA

To \{A,C\}:

If (ss-s) = XC, If s = XA, Then If buy XC then buy XA
If (ss-s) = XC, If s = XA, Then If buy XC then buy XA

From step 7, you will get 4 rules that can be used.

If buy XB then buy \( A \)
If buy XB then buy \( X \)
If buy XC then buy \( X \)
If buy XC then buy \( A \)

From step 8, table 8, a candidate association rules for 1 antecedent is made.

<table>
<thead>
<tr>
<th>Candidate Item 3 Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>If antecedent then consequent</td>
</tr>
<tr>
<td>If buy ( X ) then buy ( A )</td>
</tr>
<tr>
<td>If buy ( X ) then buy ( A )</td>
</tr>
</tbody>
</table>

Formula 4 and 5 are used to calculate support and confidence.

Support (A) = \( \frac{\text{\# items purchased together}}{\text{\# total item purchased}} \)

Support (B) = \( \frac{\text{\# items purchased together}}{\text{\# of antecedent transactions}} \)

\( \Sigma \) items that are simultaneously purchased If buy \( X \) then buy \( A \) there are 4 transactions out of 10 transactions so that the support (assuming 10 transactions/record of 1000 transactions/record) is shown in formula 6.

Support = \( \frac{4}{10} \times 100\% = 40\% \)
For Σ items purchased at once If buy XA then buy XB, there are 4 transactions, while the number of transactions that buy XA is 5 transactions, so the confidence is shown in formula 7.

\[
\text{Support} = \frac{4}{5} \times 100\% = 80\% 
\]

So that table 9 can be obtained.

After the support and confidence values are obtained for each candidate, the multiplication between support and confidence (taken > 70%) is measured, so that table 10 is obtained.

<table>
<thead>
<tr>
<th>Row No.</th>
<th>Date</th>
<th>Customer</th>
<th>Tanggal</th>
<th>Sugar</th>
<th>Coffee</th>
<th>Milk</th>
<th>Aqua</th>
<th>Dishwash</th>
<th>Bed Linen</th>
<th>Washing</th>
<th>Soap</th>
<th>Shampoo</th>
<th>Toothpaste</th>
<th>Toothbrush</th>
<th>Shirts</th>
<th>Thousande</th>
<th>Coins</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Feb 3, 2020</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Feb 3, 2020</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Feb 3, 2020</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Feb 3, 2020</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Feb 3, 2020</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Feb 3, 2020</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Feb 3, 2020</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Feb 3, 2020</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Feb 5, 2020</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Feb 5, 2020</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>Feb 5, 2020</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>Feb 5, 2020</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>Feb 5, 2020</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>Feb 5, 2020</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>Feb 5, 2020</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>Feb 5, 2020</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>Feb 5, 2020</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>Feb 5, 2020</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>Feb 5, 2020</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>Feb 5, 2020</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 1. Transaction Value Conversion Data

Table 9. Support and Confidence

<table>
<thead>
<tr>
<th>If antecedent then consequent</th>
<th>Support</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>If buy XA then buy XB</td>
<td>(4/10) x 100% = 40%</td>
<td>(5/5) x 100% = 100%</td>
</tr>
<tr>
<td>If buy XB then buy XA</td>
<td>(4/10) x 100% = 40%</td>
<td>(4/5) x 100% = 80%</td>
</tr>
<tr>
<td>If buy XC then buy XA</td>
<td>(3/10) x 100% = 33.3%</td>
<td>(5/5) x 100% = 100%</td>
</tr>
</tbody>
</table>

After the support and confidence values are obtained for each candidate, the multiplication between support and confidence (taken > 70%) is measured, so that table 10 is obtained.

Table 10. Support and Confidence

<table>
<thead>
<tr>
<th>If antecedent then consequent</th>
<th>Support</th>
<th>Confidence</th>
<th>Support x Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>If buy XA then buy XB</td>
<td>(4/10) x 100% = 40%</td>
<td>100%</td>
<td>0.4000</td>
</tr>
<tr>
<td>If buy XB then buy XA</td>
<td>(4/10) x 100% = 40%</td>
<td>80%</td>
<td>0.3200</td>
</tr>
<tr>
<td>If buy XC then buy XA</td>
<td>(3/10) x 100% = 33.3%</td>
<td>100%</td>
<td>0.3330</td>
</tr>
</tbody>
</table>

After the multiplication of support and confidence results are obtained, determine the biggest value, which is the rule used when selling. The multiplication results of the 3 sales have different values, so it can be used as a rule to make a relationship among sugar, coffee, and milk. The following is the formulation of the multiplication results that have been produced.

If you buy XA, you will buy XB with 40% support and 100% confidence.

If you buy XB, you will buy XA with 40% support and 80% confidence.

If you buy XA, you will buy XC with 33.33% support and 100% confidence.

3.2 Implementation

To be able to find out in detail, a digital application can help analyze and find out exactly, precisely, and according to the purchase transaction of a supermarket product in the city of Makassar, South Sulawesi, Indonesia as shown in figure 1.

Utilization of Rapid Miner, the company's supported platform provides integrated environments for data preparation, machine/deep learning, text mining, and predictive analytics. The process and adding operators in data mining using RapidMiner Studio. Determination of attributes through the data preprocessing stage. Perform data cleaning and data transformation to clean sales transaction data in supermarkets.

To expedite the outcomes of a combined pattern for data transformation, the cleaning stage is completed by deleting incomplete or empty data, followed by unneeded fields. It aims to make it easier when entering data into the rapidminer tool by making initials or symbols for data.

In the created rapid miner process, the data is filtered and transformed into tabular data so that it becomes data prepared to be processed in the data mining system process using the a priori algorithm. From the 10,000 data records, after filtering the data that was ready to use, there were 1,000 data records with attributes in the
excel format used: Customer ID (customer id) and Description (item name).

The initial dataset has several attributes and is modified through the process. The coding transformation stage with data processing totaling 1000 records that enters data into the Rapid Miner application, then the system processes the a priori algorithm using the association rules method to get the final results as expected. Import data from excel (xlsx) to Rapid Miner Studio in binary form to true and false (numbers 1 and 0) with 1000 records and 13 regular attributes.

Then make a process design as seen in figure 2 by retrieving 1000 transactions, numerical to binomial, fp-growth, and create association rules. The following steps are taken, namely:

Retrieve Transaction 1000, means to import data from local Repository.

The operator "Numerical to Binomial" changes the type of a numeric attribute to a binomial type. This attribute value corresponds to a certain binomial value. A numeric attribute's type is changed to a binomial (binary) type with the Numerical to Binominal operator. The operator overrides the specified attribute type but maps various attribute values to the relevant binomial values. The binomial attribute can have two values, namely 'true' or 'false'. If the attribute value is between the specified minimum and maximum values it will be 'false', otherwise 'true'. The min and max parameters can ascertain each minimum and maximum value. The new value will likewise be lost if the original value is. Both have a default limit of 0.0. Just 0.0 is default set to "false," whereas all other values are mapped to "true."

FP-Growth, means that the Operator makes efficient efforts to enumerate all frequent item sets from the ExampleSet by using the FP-tree data structure. All ExampleSet input attributes must be binomial. Frequent itemsets are a set of items that frequently appear together in the data. It is useful to know the basics of market basket analysis, which is a collection of items that occur often. The data market basket model describes the general form of a many-to-many relationship between two particular types of objects. On the other hand, the other side with baskets becomes a 'transaction' status by owning goods. The set of items is represented as a set of attributes. Most of these attributes are binomial.

Create Association Rules means Operator will generate a set of association rules from the specified set of frequent itemsets. Association rules are if/then statements that help generate relationships between mutually unrelated data. An example of an attribution rule is "If a customer buys a shirt, he is 80% likely also to buy trousers." Association rules have a status of antecedents (if) and consequences (then). Antecedents are items (or itemsets) obtained in the data. Consequences are items (or itemsets) obtained in combination with antecedents. Association rules are created by analyzing data for "if/then" patterns and using support and confidence criteria to identify the most relevant relationships. Support indicates how likely an item is to appear in the database. Confidence sets the number of times an if/then statement is proven true. Forms are often if/then mined using operators such as the FP-Growth operator. The things that are most likely to result in an association rule are obtained by the Create Association Rules operator. Making decisions on marketing efforts, such as setting promotional prices or choosing products, can be done using this information. Numerous industries still employ the market basket analysis association rule, including bioinformatics, web mining, intrusion detection, and intrusion prevention.

Application of ExampleSet (Numerical to Biominal), displays data from the results of importing data from the local Repository can be seen in figure 5. Displays statistics for each of the 13 attributes, namely: sugar, coffee, milk, aqua, diapers, bed linen, washing...
soap, shampoo, toothpaste, toothbrush, shirts, trousers, and dolls. Statistics display data type (type), empty data (miss), minimum value condition (min), maximum value condition (max), average value result (average), and standard deviation. For data types using integers, miss is 0, min is 0, max is 1. The highest average of 0.478 is in the sugar attribute, and the lowest average of 0.195 is found in the bed sheet attribute. The highest standard deviation is 0.5 on the attributes of sugar, coffee, milk and the lowest is 0.396 on bed linen.

Figure 3. Chart Destination

Scatter Multiple, the chart in figure 4 display shows that there is a multiple Scatter options. The x-Axis selected is sugar and the y-Axis includes sugar, coffee, milk, aqua, diapers, bed linen, washing soap, shampoo, toothpaste, toothbrush, shirts, trousers, and dolls (13 attributes) with the jitter setting with a range of 1.6 to -0.6.

In addition, there is a different view by selecting a jitter range of 2.75 to -2.00 with rotate labels. The number of attributes selected y-Axis is 13 attributes.

Scatter Multiple, the chart in figure 6 on scatter multiple choosing color column in aqua attribute with rotate labels. The highest value fluctuation is 0.5 on the milk attribute and the lowest is 0.2 on the washing soap attribute.

Figure 4. Scatter Multiple 1

Figure 5. Scatter Multiple 2

Frequent Item Sets (FP-Growth) – Data, for FP-Growth's display of data, there are groupings (figure 6), namely:

Size 1 has the highest value of 0.511 on the coffee attribute and the lowest is 0.291 on the doll attribute.

Size 2 has the highest score of 0.451 on the attribute coffee - sugar and the lowest is 0.218 on the attribute washing soap-trousers.

Size 3 value is 0.309 on the attribute coffee-sugar-milk.

Association Rules (Create Association Rules), for the data results of the association rules, there are 7 (seven) rules formed. The rule includes the highest premises-conclusion value between the coffee-milk attributes with a support of 0.451, a confidence of 0.944. After that premises-conclusion on the shirt-trousers attribute
with support 0.313 confidence 0.934. On the other hand, there is a premises-conclusion value between sugar-milk-coffee attributes with support 0.309, confidence 0.920.

Graph, to find out the association between attributes, the following graph plot is shown:

Association of 1 (first) attribute of milk, coffee, and sugar with rules 1, 4, 5, and 7.
Association of 2 (second) attributes of toothpaste and toothbrush with rule 2.
Association of 3 (third) attributes of trousers and shirts with rules 3 and 6.

Association Rules, are:

\[[\text{coffee, sugar}] \rightarrow [\text{sugar}] \text{ (confidence: 0.837)}\].
\[[\text{toothbrush}] \rightarrow [\text{toothpaste}] \text{ (confidence: 0.838)}\].
\[[\text{trousers}] \rightarrow [\text{shirt}] \text{ (confidence: 0.869)}\].
\[[\text{coffee}] \rightarrow [\text{sugar}] \text{ (confidence: 0.883)}\].
\[[\text{sugar, milk}] \rightarrow [\text{coffee}] \text{ (confidence: 0.920)}\].
\[[\text{shirt}] \rightarrow [\text{trousers}] \text{ (confidence: 0.934)}\].
\[[\text{sugar}] \rightarrow [\text{coffee}] \text{ (confidence: 0.944)}\].

Description for the final result of supermarket data processing, which amounts to 10,000 records, 7 (seven) rules have been formed. The first highest value is in the attributes of sugar and coffee, with a confidence value of 0.944. The second is in the attributes of shirts and trousers, with a confidence value of 0.934. Moreover, the third is in the attributes of sugar, milk, and coffee, with a confidence value of 0.920.

The results of the Association Rules show that there is a relatively strong relationship between one product and another as shown in the results of data processing. Rapid Miner is used to find hidden patterns or previously unknown association rules from a set of supermarket data. A number of purchase data from customers have been able to be analyzed by displaying a diagram as a visualization of the number of specified association rules.

Through various approaches in data mining that are grouped or collected such as association analysis, data mining is very useful in helping human life and business. The use of data mining is able to solve business problems and strengthen management. Managers can be assisted in making appropriate, fast and strategic decisions. Through good goods management, it will assist management in developing the business and improving the quality of service to consumers so that they can achieve satisfaction in shopping and meet mutual expectations. Especially to improve service to consumers.

The association method is very appropriate for finding what products are usually sold together and finding out what rules cause these similarities to occur. In order to improve store service performance, the management in particular is expected to continue to pay attention to, take into account and define each customer's needs through an associative analysis approach.

Association Rule is applied to read consumer purchasing patterns or tendencies. This study took a sample of 1000 transactions where there were several large transactions made by consumers with relatively the same pattern. For example, consumers will buy sugar if they also buy coffee, buy toothbrushes if they buy toothpaste, buy trousers if they buy shirts and so on. This is of course in line with the purpose of association rules which make it possible to obtain information.

Figure 6. Frequent Item Sets
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about what items/goods consumers often buy together at the same time.

Information regarding sales results will be used by store management to make a policy such as management being able to replace goods/items that are often purchased together so that consumers can easily see and access them. Consumer needs for a product will be fulfilled by setting the layout of goods that are good and orderly.

A case study of a store in Makassar regarding a product of coffee and sugar, toothbrushes and toothpaste, trousers and shirts which are often purchased together will enable the management to arrange coffee and sugar placements close together to make it easier for consumers to buy both. The same goes for certain other products. Management can carry out promotions for products that are rarely purchased to reduce stock that has accumulated in the warehouse. Another thing is related to stock management, where management can make decisions to increase the stock of goods/items that are often purchased so that there is no buildup in stores or warehouses.

Association rule production is inextricably linked to association analysis, which employs the causal concept of antecedent-consequent as a key component. A technique to data exploration known as the Association Rule is frequently used or applied to very large data sets. The association rules at least offer useful data for determining if two sets of data are significantly correlated.

The Apriori algorithm, a type of association rule in data mining, was the algorithm employed in this investigation. The term “affinity analysis” or “market basket analysis” refers to rules that specify the relationship between several attributes. A data mining technique for determining the rules for a combination of elements is association analysis or association rule mining. Research will be done to create an effective algorithm with high-frequency pattern analysis (frequent pattern mining), starting with the attention-grabbing association analysis stage. Two metrics, called support and confidence, can be used to determine an association's significance. The outcomes of data processing have received confidence (certainty value) in the form of strong correlations between the findings and support (support value) in the form of a percentage combination of items in the database.

4. Conclusion

Based on manual calculations and using Rapid Miner Studio, a description of the relationship (association) between one product and another can be obtained. Of the 13 products in 1000 transactions, it is known that there is a relationship between one variable or several variables. From here it can be seen various relationships between these variables. The associative rule of purchasing analysis in a supermarket is to find out the management in determining how likely it is that a customer (customer) buys sugar together with coffee and so on so that management can arrange products or goods to be placed in the supermarket. Several purchasing data from customers have been able to be analyzed by displaying a diagram as a visualization of the number of specified association rules. The processing results show a relationship above 90%: Sugar and Coffee with a confidence of 94.4%, T-shirts and trousers with a confidence of 93.4%, and Sugar, Milk and Coffee with a confidence of 92.0%. The supermarket governance makes decisions on where to put things and how close things are to each other based on the highest confidence value in order to serve customers effectively, efficiently, and appropriately.
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