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Abstract
Currently, fuel oil is one of the important factors for the community and even a country on this earth to utilize this natural gas for daily use as the main use and also by increasing the community’s need for fuel oil, starting from the type of pertalite, Pertamax, to diesel for various types of private vehicles to tourists who use it for vehicles and even daily staples used. But there are several factors that cause this fuel problem, there is a factor of time and usage time, which is certain that one day it will expire and its capacity in a country, even if the country runs out of fuel, will make requests to other countries and also obstacles to supplying this fuel oil to the public, which is the main fuel from the Pertamina government agency which has begun to limit purchases for this fuel oil to certain circles by marking the types of subsidies or not subsidies that must be controlled by the government in limiting purchases for the public. In dealing with solving problems from the perspective of ownership or even utilization, there are limits to owning fuel, and not everyone has to have a lot or even too much. That way, to get everyone in the community who deserves to receive this fuel limit to the maximum by designing subsidized fuel oil revenues. In solving the problem of dividing fuel revenue, which is good for filling revenue, it can be solved by using machine learning, namely data mining itself can help in completing subsidized fuel receipts without being excessive for the community so that they can be controlled and managed for their purchases. In building a fuel oil reception design, it can be grouped into a classification model that uses SVM and perceptron which uses the activation function of the sigmoid to get the final result of accuracy where getting the average value of 5-fold, 10-fold, 20-fold is accuracy, is 90.0%, the F1 value is 85.6%, the precision value is 87.6%, and the recall value is 90.0%.
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1. Introduction
Indonesia is one of the countries in the world where most of the domestic demand for natural gas is still supported by the strength of oil imports. Oil imported by Indonesia itself is used by the public as fuel which is commonly referred to as fuel oil or the term BBM. Fuel itself as a commodity that plays an important role for the economy in Indonesia to support the nation’s future economic growth. From the existing wealth and oil resources that were owned by Indonesia itself during the New Order government and also the desire of the government from all over so that more and more people could benefit from the abundance of petroleum, the fuel subsidy policy, set. Subsidized oil products themselves could cause oil prices to be cheaper than economic prices, even though of all these prices the production costs incurred were very high but at that time the Indonesian government itself was still financially capable and also phenomena like this would continue until the end of the year, the oil deficit approached Indonesia as it is today.

With the increasing production of two-wheeled vehicles to become more for everyday vehicles such as motorcycles or cars, this has not stopped large vehicle manufacturers such as Honda, Suzuki or Yamaha from always increasing sales productivity in these vehicles, sector. [1]. However, in the increasing use of motorbikes or cars, it is also important to identify the fuel used [2] that is needed to continue refueling [3], [4] so that the obligation as a vehicle owner is to refill. in locations that already exist, for example in Pertamina which has agency rights for the government, there are also others, such as cells, AKA, or fuel oil that are sold on the roadside [5].

How about consumers having to get a supply of available fuel oil for vehicle needs, especially when fuel oil is scarce [6]. Thus, the government’s policy is to issue appropriate fuel needs from the public to get subsidized fuel, not all of which get this fuel
opportunity. In contrast to owning a vehicle that supplies electric vehicles, it does not require consumption of fuel oil, therefore with fuel inflation the government limits the use of subsidized fuel in purchasing from predetermined aspects, for example from a high CC vehicle or from a license plate. vehicle owner accordingly grouping for specific BBM beneficiary analysis for various subsidies [7].

Data mining itself is one of the sciences in the field of computer science which can be in the form of grouping to be used in solving problems such as predictions, such as classification or regression [8][9]. According to him, data mining itself can be used for grouping in analyzing income from various types of subsidized fuel income classifications that can be accepted by comparing new data obtained from refueling queues in Pertamina’s area or commonly known as gas stations. [10] also from the origin of new data (data from the results of a refueling survey) and also classifies it in the form of subsidized fuel oil income classification [11].

Machine learning itself can also be defined as a type of application on a computer and also a mathematics learning algorithm that is adopted by following learning concepts that originate from the form of data and also to produce predictions in the future with certainty. Machine learning itself is also associated as a branch of data mining learning which has been widely used to solve a problem related to classification by utilizing neural network models [12], [13]. Based on the number of hidden layers, ANN models are divided into two types, namely single layer ANN which has one hidden layer and multi-layer ANN which has more than one hidden layer [14], [15].

The learning process in question is an effort to gain intelligence through two stages, namely training and testing. The field of machine learning is concerned with the question of how to build computer programs to improve automatically based on experience [16].

The Support Vector machine (SVM) is a method that follows to perform self-classification which was first introduced by Vapnik in 1998. Where on the basis of this concept for modeling the method so that it can work properly in defining the boundary between two different classes. different from the maximum distance from the closest data [17]. To be able to carry out the execution of obtaining by getting the maximum limit between two different classes, it must be formed into a hyperplane or the best dividing line in the input space or space obtained by measuring the hyperplane margins and also to find the maximum point. The margin itself is the distance between the hyperplane and the closest points of each class [18]. For the closest point itself, this is what is referred to as a support vector machine (SVM). Support vector machine or SVM can also classify separate data in linear and non-linear ways [19].

Single layer perceptron is a network that has one layer of connected weighted layers. It also has advantages, among others, being able to obtain necessary knowledge from uncertainties in the data used to carry out tests of these data which can also be made through generalization of results to extraction [20]. The single layer perceptron method itself is the most basic method for machine learning cases and also the simplest at the case level. The single layer perceptron itself is a feedforward type, which is a type of NN where neurons in one layer can only connect to neurons in a different layer. Therefore in this case the Single Layer perceptron network method is included in supervised learning because the learning method is carried out by studying examples that are known to have input and output [21].

In the process of increasing the results of the desired accuracy to be analyzed for the results is how to use the model from the SVM and perceptron by increasing the use of the function of the sigmoid [23]. Where is the activation function that plays a very important role in activating each neuron in the artificial neural network and also determines the output of the artificial neural network. Choice of activation functions that can be used in SVM and perceptron models such as binary sigmoid function and hyperbolic tangent. the selection of the right activation function will certainly affect the performance of the results, such as in terms of speed of data processing or also the level of accuracy of the results obtained [24].

This study compares the classification results of subsidized fuel oil receipts using the SVM and perceptron algorithms between sigmoid functions by measuring the values of accuracy, F1, precision, and recall using cross validation. with the number of folds of 5, 10, and 20, the average value of each value is calculated to see which modeling algorithm is better.

2. Research Methods

The research method that can be used to classify refueling is by using dataset management from SPPBU by using two algorithms, namely support vector machine (SVM) and perceptron which uses the sigmoid function shown in Figure 1.

This study compares the algorithm with the SVM and Perceptron models using the sigmoid function on the Pertamina refueling queue dataset using the Orange 3.30 application, with the shape of the model as shown in Figure 2.
The data used in this study is primary data obtained directly from records that have filled one of Pertamina’s fuel oil in the form of data on 255 oil fillers from motor vehicles, cars, buses or trucks which are processed into the features needed in this study such as vehicle, vehicle type, vehicle brand, vehicle cc, type of refueling, amount of filling, vehicle plate series, and filling which is shown in Table 1 where there are 10 sample data sets used.

<table>
<thead>
<tr>
<th>No</th>
<th>F-1</th>
<th>F-2</th>
<th>F-3</th>
<th>F-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Car</td>
<td>Personal</td>
<td>Honda</td>
<td>1200 Cc</td>
</tr>
<tr>
<td>2</td>
<td>Car</td>
<td>Personal</td>
<td>Suzuki</td>
<td>1300 Cc</td>
</tr>
<tr>
<td>3</td>
<td>Motorcycle</td>
<td>Personal</td>
<td>Honda</td>
<td>150 Cc</td>
</tr>
<tr>
<td>4</td>
<td>Motorcycle</td>
<td>Personal</td>
<td>Yamaha</td>
<td>125 Cc</td>
</tr>
<tr>
<td>5</td>
<td>Motorcycle</td>
<td>Personal</td>
<td>Yamaha</td>
<td>110 Cc</td>
</tr>
<tr>
<td>6</td>
<td>Car</td>
<td>Tourism</td>
<td>Yamaha</td>
<td>3000 Cc</td>
</tr>
<tr>
<td>7</td>
<td>Car</td>
<td>Tourism</td>
<td>Yamaha</td>
<td>3500 Cc</td>
</tr>
<tr>
<td>8</td>
<td>Car</td>
<td>Personal</td>
<td>Hyundai</td>
<td>3500 Cc</td>
</tr>
<tr>
<td>9</td>
<td>Car</td>
<td>Personal</td>
<td>Hyundai</td>
<td>1500 Cc</td>
</tr>
<tr>
<td>10</td>
<td>Car</td>
<td>Tourism</td>
<td>Hyundai</td>
<td>3500 Cc</td>
</tr>
<tr>
<td>11</td>
<td>Car</td>
<td>Tourism</td>
<td>Toyota</td>
<td>3500 Cc</td>
</tr>
<tr>
<td>12</td>
<td>Car</td>
<td>Personal</td>
<td>Daihatsu</td>
<td>1400 Cc</td>
</tr>
<tr>
<td>13</td>
<td>Car</td>
<td>Personal</td>
<td>Mitsubishi</td>
<td>3000 Cc</td>
</tr>
<tr>
<td>14</td>
<td>Motorcycle</td>
<td>Personal</td>
<td>Honda</td>
<td>110 Cc</td>
</tr>
<tr>
<td>15</td>
<td>Motorcycle</td>
<td>Personal</td>
<td>Honda</td>
<td>125 Cc</td>
</tr>
<tr>
<td>16</td>
<td>Motorcycle</td>
<td>Personal</td>
<td>Honda</td>
<td>150 Cc</td>
</tr>
<tr>
<td>17</td>
<td>Motorcycle</td>
<td>Personal</td>
<td>Honda</td>
<td>150 Cc</td>
</tr>
<tr>
<td>18</td>
<td>Car</td>
<td>Personal</td>
<td>Toyota</td>
<td>3800 Cc</td>
</tr>
<tr>
<td>19</td>
<td>Car</td>
<td>Personal</td>
<td>Honda</td>
<td>1500 Cc</td>
</tr>
<tr>
<td>20</td>
<td>Car</td>
<td>Personal</td>
<td>Toyota</td>
<td>1550 Cc</td>
</tr>
</tbody>
</table>

F-1 : The type of vehicle to distinguish the attributes of the type of motorbike is only used 2, namely cars and trains; F-2 : Type of vehicle to differentiate in the ownership vehicle type section from private (self-owned) and private (public) types; F-3 : Vehicle brands to show existing brands such as Honda, Suzuki, Yamaha and others; F-4 : Cc or available vehicle engine capacity, which varies from the smallest 110 cc to more than 3000 cc; F-5 : Filling fuel with its type based on several categories such as pertalite, Pertamax and diesel fuel; F-6 : The amount of oil refueling is based on filling at gas stations with various fillings from 1 liter to more than 5 liters; F-7 : The vehicle plate series is based on those in the province of North Sumatra, namely BK, BB, BL, and even from outside North Sumatra, such as D; and T : The target for refueling is the main factor in determining whether subsidies are received or not.

By having a target for each feature is as follows:

F-1  = Car (2), Motorcycle (1)
F-2  = Personal (2), Tourism (1)
F-3  = Honda (5), Yamaha (4), Suzuki (3), Toyota (2), Lainnya (1)
F-4  = > 4000 (5), > 2500 (2), > 1000 (3), > 250 (2), > 0 (1)
F-5  = Pertalite (3), Pertamax (2), Solar (1)
F-6  = > 10 (5), > 6 (4), > 4 (3), > 2 (2), > 0 (1)
F-7  = BL (3), BB (2), Other (1)
T   = Subsidy (1), Not Subsidized (0)

The classification process with the SVM and perceptron algorithms uses a number of folds of 5, 10, 20 for cross validation, sigmoid activation function. The evaluation of the classification can be measured by going through...
the values of classification accuracy, F1, precision and recall which are calculated using equations (1) to equations (4) as follows [25]:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

TP is the True Positive, TN is the True Negative, FP is the False Positive, and FN is the False Negative.

Regarding the data to obtain evaluation results that can be used, one of the types used is the confusion matrix which can be obtained independently from the results of the types of accuracy, F-score, precision, and recall as well as from the values on the ROC curve to obtain the size of the AUC value. That way, the greater the area under the curve (AUC) of the results, the more results are obtained, meaning that the prediction results are better in the Confusion Matrix as shown in Table 2.

<table>
<thead>
<tr>
<th>Actually</th>
<th>True</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>False</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

### 3. Results and Discussions

From each classification parameter that has been trained and can be inputted into the SVM and perceptron models in Figure 2 with a maximum number of epochs of 100. The accuracy, F1, precision and recall values obtained from the SVM and perceptron classification results using a variation of the sigmoid function using 5-Fold, 10-Fold, and 20-Fold Cross Validation as shown in Table 3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Fold</th>
<th>Accuracy</th>
<th>Cross Validation</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>5</td>
<td>88.3</td>
<td>84.3</td>
<td>80.6</td>
<td>88.3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>88.7</td>
<td>85.1</td>
<td>82.9</td>
<td>88.7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>87.9</td>
<td>84.6</td>
<td>82.3</td>
<td>87.9</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>88.3</td>
<td>84.6</td>
<td>82.0</td>
<td>88.3</td>
</tr>
<tr>
<td>Perceptron</td>
<td>5</td>
<td>90.2</td>
<td>86.0</td>
<td>91.2</td>
<td>90.2</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>89.8</td>
<td>85.0</td>
<td>80.7</td>
<td>89.8</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>90.2</td>
<td>86.0</td>
<td>91.2</td>
<td>90.2</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>90.0</td>
<td>85.6</td>
<td>87.6</td>
<td>90.0</td>
</tr>
</tbody>
</table>

From Table 3 it can be seen that the SVM and perceptron algorithm models for classification with the sigmoid function, at the highest evaluation the 5-Fold cross validation produces an accuracy value of 90.2% for the perceptron, an F1 value of 86.0% for the perceptron, a precision value of 91.2% for the perceptron, and a recall value of 90.2% for the perceptron. In the highest evaluation of the 10-fold cross validation the sigmoid function produces an accuracy value of 89.8% for the perceptron, an F1 value of 85.1% for SVM, a precision value of 82.9% for SVM, and a recall value of 89.8% for perceptrons. In the highest evaluation of 20-fold cross validation, the sigmoid function produces an accuracy value of 90.2% for the perceptron, an F1 value of 86.0% for the perceptron, a precision value of 91.2% for the perceptron, and a recall value of 90.2% for perceptrons. From all these cross validation evaluations, the highest average accuracy value was 90.0%, the F1 value was 85.6%, the precision value was 87.6%, and the recall value was 90.0%.

The following results of the classification that have been tested can be seen in the Confusion Matrix display along with the 5-Fold validation for the SVM and Perceptron models shown in Figure 3.

Figure 3. Confusion Matrix 5-Fold Model SVM and Perceptron

The following results of the classification that have been tested can be seen in the Confusion Matrix display along with the 10-Fold validation for the SVM and Perceptron models shown in Figure 4.

Figure 4. Confusion Matrix 10-Fold Model SVM and Perceptron

The following results of the classification that have been tested can be seen in the Confusion Matrix display along with the 20-Fold validation for the SVM and Perceptron models shown in Figure 5.

Figure 5. Confusion Matrix 20-Fold Model SVM and Perceptron

### 4. Conclusion

From the results of the conclusion when getting the results of the evaluation that has been carried out on the classification test using the SVM and perceptron algorithms with the use of the sigmoid function itself, it can be concluded that using the model from the perceptron algorithm gets the best classification to classify subsidized fuel oil reception datasets where it can be seen that the use of 5-Fold, 10-Fold, and 20-Fold...
cross validation for the perceptron model is better for the overall average value of the combined values of accuracy, F1, precision, recall is 88.3% compared to the average value of the SVM model - the average is 85.8%, for the largest value of the classification results is 90.0% in the perceptron model and the smallest value is 82.0% in the SVM model so to carry out this classification the perceptron gets a good level of value.

From the results of observations from this study, it was lifted for verification from the results of testing the use of the perceptron algorithm modeling itself, it did get good and dominant results for the end result, rather than using the SVM and perceptron models or research that was able to train data in acceptance of subsidized fuel results or not on relative data.

However, from this research to improve the quality and development of suggestions that are referred to new research in development, it is hoped that further research can create new models to test accuracy other than using the SVM and perceptron models or provide a larger number in the k-fold, and test comparison of these two algorithms in the implementation of different algorithms.
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