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Abstract  

One of the problems faced by farmers in Indonesia is capital. Based on Indonesian Central Statistics Agency survey results, 
the number of farmers who borrow capital from formal institutions such as banks is still small. This is because the process of 
applying for loans at banks is lengthy, farmers are considered high-risk and unbankable, and the rating of the agricultural 

sector is unattractive to banks. This study aims to determine the attributes and design a model of agricultural credit assessment. 
This study uses secondary data related to bank credit ratings and land productivity from banks in the Telagasari sub-district 
in 2018–2020 and Cipayung sub-district in 2020. Data were analyzed using random forests. The research process includes 
four stages: data collection, data pre-processing, model building, and model analysis and evaluation. This study produced five 
important variables that are relevant to farmers: planting costs, sales, land productivity, total production, and land area. The 
model built produces the most optimal accuracy of 83% with an AUC score of 81%. Based on the AUC performance 
classification, it can be concluded that the model that has been made is good at predicting the credit status of farmers because 
the AUC value is included in the good classification predicate. 
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1. Introduction  

The agricultural sector is one of the strategic sectors in 
Indonesia's economic development. One of Indonesia's 

agricultural problems is that there are obstacles for 

farmers in developing their farms such as access to 

capital, including small farmers who find it difficult to 

get capital.  

Capital loans, also known as credit, are one of the main 

supporting factors for the development of the adoption 

of farm-business technology [1].  Based on the results 

of a survey of the cost structure of horticultural crops 

conducted by the Indonesian Central Statistics Agency 

in 2018, there were only 3.7% of horticultural farmers 
who borrowed capital, and only about 1.8% of farmers 

who borrowed from banking institutions [2]. 

The lack of farmers using banking services can be 

caused by internal and external factors. Internal factors 

affecting the low number of farmers borrowing capital 

to banks, such as the absence of collateral by farmers 

and farmers' lack of knowledge regarding lending 

procedures [2].  On the other hand, external factors that 

cause fewer farmers to get loans from banks are the long 

process of applying for loans to banks, farmers are 

considered high-risk and unbankable, and the 

assessment of agricultural sector ratings is not attractive 

by banks [3]. Furthermore, in some cases, creditors 
from banks do not have special expertise in agronomy, 

so the assessment of farmers' credit risk is quite 

complicated, and the possibility of credit results 

obtained from smallholders is also small [4]. 

Every creditor, especially banks, will evaluate potential 

debtors based on their ability to pay off loans. This 

ability will be assessed from various aspects, namely 

character, capacity, capital, collateral and condition of 

economic (5C) of the debtor customer [5]. In another 

sense, prospective debtors will be assessed on the basis 

of their background, their ability to run and develop 
their businesses, their financial statements, their 

collateral, and the current economic conditions. These 

five aspects will determine whether or not debtors are 

eligible to be given loans, including farmers. However, 

not all farmers are able to meet all these aspects, 

especially small farmers. Therefore, a way to increase 

lending in the agricultural sector is needed that is right 

on target and sustainable. This means that in the credit 

assessment for farmers, it can be seen from the aspect 

of data relevant to farmers, which can provide an 

overview of farmers and the socio-economic conditions 

of farmers. 
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According to [4], farmer transaction data related to 

buying and selling activities, agronomic data, farmer 

demographic data, satellite imagery data to see land 

productivity, credit history, and other data showing 

stability and a track record related to creditworthiness 

can help answer creditors' questions about farmers' 

ability to repay loans. One of the important data points 

that is influential in determining the creditworthiness of 

farmers and is the focus of this study is land 

productivity data. Land productivity is a measure of the 
land's ability to perform certain functions. Land 

productivity will depend on several variables, such as 

land area and production output [6]. On the other hand, 

according to [7], socio-economic variables such as 

gender, age, education, household size, farming 

experience, farmer income, membership in farmer 

organizations, and land area have a strong influence on 

agricultural land productivity. Meanwhile, according to 

[8], land labor, the use of pesticides and fertilizers, and 

household size have an influence on land productivity. 

Based on this, several variables were obtained to 
describe land productivity. Agricultural land 

productivity is viewed based on the type of farming, 

agricultural production data, farmer sales data, farmer 

experience, land area, planting land conditions, planting 

period, and planting costs. In general, the productivity 

of this land has been used by banks to assess the 

creditworthiness of farmers who are business-to-

business (B2B) or business-to-customer (B2C). 

However, these data are only analyzed manually to 

determine the Repayment Capacity (RPC) or the ability 

to pay back from farmers, as implemented by banks in 

Telagasari district, Karawang regency and Cipayung 
district, Bogor Regency. So, this study focuses on using 

data on the type of farming business, agricultural 

production data, farmer sales data, land area, planting 

period, land ownership, and planting costs in assessing 

creditworthiness, otherwise known as credit scoring for 

farmers. 

Credit scoring is a statistical method for estimating the 

probability of a borrower's default using historical and 

statistical data to achieve a single indicator that can 

distinguish good borrowers from bad borrowers. By 

studying the historical customer data and its credit risk, 
banks can find out the factors that affect the smooth 

running of customer credit, which will later determine 

whether the customer is worthy of credit or not [9]. In 

credit scoring, machine learning can be used to create 

models. Credit scoring with machine learning can help 

financial institutions discover important features that 

affect an applicant's credit status and then assess 

applicants based on those important features, thereby 

reducing the rate of bad debt [10]. 

Research related to credit scoring has been widely 

carried out in various different credit contexts for both 

agricultural and non-agricultural credit. Credit scoring 

research in the agricultural sector was conducted by 

[11], who in this study conducted research related to the 

risks of controlling agricultural MSME credit using the 

logistic regression method. Further related research was 

conducted by [12].  In this study, modeling online credit 

risk assessment in agriculture using the Syncretic Cost-

sensitive Random Forest (SCSRF) method. This 

research produced a model that can be used as a 

reference for decision-making for online loan 

platforms.  

Research related to credit scoring in the non-

agricultural sector such as technology company credit 

[13], banking ordinary customer credit [10], [14]–[16], 

corporate credit in ten different sectors (industry, 

consumer services, technology, utilities, 

telecommunications services, health, finance, energy, 

basic materials, consumer goods) [17], and retail credit 

[18].   

In addition to various contexts, research related to credit 

scoring uses various methods. Commonly used methods 

are logistic regression [11], fuzzy logistic regression 
[13], classification and regression tree [14], ensemble 

classification based on supervised clustering [16], 

random forest by developing feature selection 

algorithms [15], and deep belief networks with 

restricted Boltzmann machines [17]. The application of 

random forest methods for credit scoring studies also 

varies, such as building a credit scoring model based on 

feature selection and grid search to optimize random 

forest algorithms [10] and using online credit data in 

agriculture with syncretic cost-sensitive random forest 

(SCSRF) [12]. 

Therefore, this study aims to create credit scoring 
models for farmers using farmer data. Credit scoring 

modeling is done using the random forest method. This 

model is expected to assist stakeholders in assessing 

creditworthiness for farmers by utilizing data relevant 

to farmers 

2. Research Methods 

This research process includes four stages, namely data 

collection, data preprocessing, model making, and 

model analysis and evaluation (Figure 1). 

 

Figure 1. Research Methods  
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2.1 Data Collection 

The first stage of the research is data collection. The 

data used in this research are secondary data related to 

banking credit assessment and land productivity from 

banks in Telagasari district, Karawang regency in 

2018–2020, and Cipayung district, Bogor regency in 

2020. The attributes or variables used in this study are 

shown in Table 1. 

Table  1. Description of Attribute Data (Variables) 

No Nama Atribut Keterangan 

1 Gender Gender of the farmer (male, female) 

2 Age Farmer's age (years) 

3 Marital status Marital status of peasants (married, 

widower, widow) 

4 Credit status Credit status (good, bad) 

5 Education Farmer's last education (Elementary 

School, Junior High School, Senior 

High School, Bachelor's Degree) 

6 Down payment The amount of fees paid at the 

beginning of the credit process 

(percent) 

7 Period Approved credit term (month) 

8 Total production Number of agricultural production per 

season (tons) 

9 Agricultural 

Productivity  

Productivity of agricultural products 

(tons per ha) 

10 Sales The value of sales of agricultural 

products per season (Rupiah) 

11 Planting costs Planting cost per season (Rupiah) 

12 Land area Area of agricultural land (ha) 

13 Land ownership Land ownership status (owned, 

leased) 

14 Home Ownership Homeownership status (owned, 

rented) 

15 Plafond Maximum limit of loans provided by 

banks (Rupiah) 

16 Harvest month Harvest time (months) 

17 Location Address of the farmer (district) 

18 Types of 

agricultural 

businesses 

Types of agricultural businesses (rice, 

vegetables, ornamental plants, grains, 

flowers) 

19 Number of 

dependents 

Number of dependents farmers 

(people) 

2.2 Data Preprocessing 

The data used in this study were explored by 

understanding their shape and characteristics. At this 

stage, a descriptive analysis is also carried out to 

determine what parameters are used for credit scoring. 

2.3 Credit scoring model using random forest 

In this study, random forests were used to form a credit 

scoring model. The processed data will be partitioned 

into test data and training data. The resulting model will 

generate a scorecard, which contains a score for each 

variable. This score will be used to determine whether 

the customer is given credit or not. 

2.4 Model Analysis and Evaluation 

At this stage, the analysis and evaluation of the model 

are carried out to see and measure the extent to which 
the resulting model is able to predict the actual 

conditions. Evaluation of the model is performed using 

a confusion matrix. In the confusion matrix, the 

evaluation of the model is seen from several parameters 

such as accuracy, precision, recall, and f1-score. A 

model is considered good if its precision and recall 

values are higher. The model evaluation process is also 

carried out using the Area Under Receiver Operating 

Characteristic (AUROC) curve. According to [19], 

AUC performance can be classified into five groups, 

which can be seen in Table 2. 

Table  2. AUC classification 

Value Range Classification 

0.90 – 1.00 Excellent Classification 

0.80 – 0.90 Good Classification 

0.70 – 0.80 Fair Classification 

0.60 – 0.70 Poor Classification 

0.50 – 0.60 Failure Classification 

3.  Results and Discussions 

Based on the research flow chart (Figure 1), the 

systematics of the results and discussion of this research 

are arranged through the following stages: 

3.1 Data Preprocessing 

Data preprocessing is the process of preparing data that 

will be processed into cleaner data so that it is ready for 

use at the next stage. This study used farmer credit data 

from banks in Telagasari district, Karawang regency in 

2018–2020, and Cipayung district, Bogor regency in 

2020, as many as 316 data points with "good" and 
"bad" credit status. An overview of the credit status of 

farmers can be seen in Figure 2. 

 
Figure 2. Farmer Credit Status 

Based on Figure 2, it can be seen that the credit status 

of "good" farmers has a greater percentage compared 

to the credit status of "bad" farmers. In addition, 

farmers who have a "good" credit status are those who 

have a land area of more than 5 hectares with a credit 

period of under 10 months (Figure 3). This condition 

shows that farmers' loans to banks in Telagasari district, 

Karawang Regency and Cipayung district, Bogor 

Regency, are influenced by the large area of farmer land 

and the short period of credit taken. 
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Figure 3. Farmer Credit Status Based on Land Area and Credit Term 

Farmer credit data also has other common 

characteristics, as shown in Figure 4. Data on farmers' 

loans to banks in Telagasari district and Cipayung 

district is dominated by farmers with rice farming 

business types. This is in line with the location of 

farmers, namely in Tegalasari district, Karawang 

regency and Cipayung district, Bogor regency, where 

the majority of the area has a lot of rice fields. In the 
farmer credit data, the majority of the harvest months 

are in December and May, as shown in Figures 5. 

 
Figure 4. Total Production by Types of Agricultural Businesses 

 

Figure 5. Farmer Credit Status Based on Land Area and Credit Term 

Furthermore, the correlation between variables is 

examined to find out the extent of the influence of each 

variable on other variables. The results show that the 

sales data variable has a fairly strong correlation with 

the total production variable that can be seen in Figure 

6. 

 

Figure 6. Correlation Between Variables 

Based on Figure 6, it can be seen that the sales data 

variable has a fairly strong correlation with the total 
production variable. In this study, predictor variables 

and target variables were determined. The predictor 

variable consists of all variables in the data except the 

credit status variable. Variables – variables used for 

variables as predictor variables of type numeric and 

categorical data. Categorical variables are used as 

dummy variables with values of 0 and 1. The credit 

status variable is used as a target variable, consisting of 

86% for “good” credit status and 14% for “bad” credit 

status. “Good” credit status data is greater than “bad” 

credit status data. This causes the data included in the 

data class to be unbalanced.  

Unbalanced class data has several problems, such as 

overlapping classes and missing data patterns in 

minority class data that result in the model being less 

than optimal in predicting minority class data [20]. To 

overcome unbalanced class data in this study, the data 

balancing process was not carried out because the 

random forest method was able to process unbalanced 

data. Random forests perform data processing with an 

ensemble approach that uses a number of classifiers to 

work together to identify class labels for unlabeled 

instances. This approach has proven its high accuracy 

and superiority on unbalanced class data [21]. 

3.2 Credit Scoring Model using Random Forest 

At this stage, the data is first partitioned into training 

data (80%) and test data (20%). The next process is 

credit scoring modeling with random forests using 

tuned training parameters to obtain the optimal model, 

which can be seen in Table 3. 

Table  3. Tuning Parameters 

Parameter Values 

n_estimators 100; 110; 120; 150 

max_features Sqrt; 0,1; 0,2; 0.3 

min_sample_leaf 1; 3; 5; 7 

max_depth 30, 40, 50 
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In this study, the tuning parameters of the random forest 

were carried out with a grid search approach. Grid 

search works by considering all combinations of 

parameters to obtain optimal parameter values [22]. To 

calculate its accuracy, this study used cross-validation 

as many as five times. The results of the training process 

are shown in Table 4. 

Table  4. Training Data Results 

Best paramater Best score 

{'RndF__max_depth': 30, 

 'RndF__max_features': 0.3, 

 'RndF__min_samples_leaf': 3, 

 'RndF__n_estimators': 100} 

0.83 

Based on Table 4, it can be concluded that the most 

optimal random forest model has an accuracy of 0.83 or 

83%. Modeling with random forests produces variable 

importance that show what variables are influential in 

determining the credit status of farmers. 

Figure 7 shows the variable importance produced in this 

study. In this study, nine factors were identified that had 

an influence on producing accuracy in the random forest 

model, consisting of credit period, planting costs, sales, 
age, land productivity, total production, the maximum 

limit of loans provided by banks (plafond), the number 

of dependents, and land area. From the nine variables of 

importance, it can be concluded that some variables that 

have an influence on producing good accuracy in the 

model are variables of land productivity. Thus, land 

productivity is influential in determining the credit 

status of farmers. 

 

Figure 7. Variable Importance 

3.3 Model Analysis and Evaluation 

The model that has been used in the training process is 

evaluated. The evaluation process is carried out using 

test data. The results of the evaluation process are 

interpreted using the confusion matrix shown in Figure 

8. 

 

Figure 8. Confusion Matrix 

Based on Figure 8, it can be seen that, out of 9 credit 

data points of farmers with "bad" credit status, 1 credit 
point was successfully classified correctly. While the 

credit data with a "good" credit status from 55 data, all 

data were successfully classified. To see the 

performance of the evaluation with the confusion 

matrix, see Table 5. 

Table  5. Confusion Matrix Performance Results 

Class Precision Recall F1-

Score 

Support (Number 

of test data) 

Bad 1,00 0,11 0,20 9 

Good 0,87 1,00 0,93 55 

Accuracy   0,88 64 

Macro 

accuracy 

0,94 0,56 0,57 64 

Weighted avg 0,89 0,88 0,83 109 

Based on Table 5, it can be concluded that the 

performance of the model after the evaluation process 
is quite good. In precision, recall, and f1-score, the 

result for the class is less than 0.90 or 90% with an 

accuracy of 0.88, or 88% which means that 100% of the 

farmer data evaluated the results as the same as the 

actual data for the good class, but for the bad class, it 

still cannot classify well. The model evaluation process 

is also carried out using the receiver operating 

characteristic (ROC) curve. ROC is used to determine 

the performance of the model as seen from the 

relationship between the sensitivity value (true positive) 

and 1-specificity (false positive). The results of the 
ROC can be seen in the area under the curve (AUC). 

AUC is the area under the ROC curve that shows the 

performance of the model. To see the ROC curve can 

be seen in Figure 9. 

Figure 9. Receiver Operating Characteristic (ROC) Curve 

Based on Figure 9, it can be seen that the ROC curve 

with a straight blue line, which results in an empty area 
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above the curve, is getting smaller or closer to the value 

of 1.0 at the true positive rate (sensitivity). In addition, 

the area under the ROC Curve, called the AUC, 

produces a larger area with an AUC score of 0.81 or 

81%. According to [19], AUC scores from 0.80 to 0.90 

are included in the "good" classification. Then it can be 

concluded that the model created is already good at 

predicting the credit status of farmers. 

4.  Conclusion 

Credit-scoring modeling using random forests produces 
variables of importance. The variables of importance 

that have an influence on producing accuracy in the 

random forest model consist of credit period, planting 

costs, sales, age, land productivity, total production, the 

maximum limit of loans provided by banks (plafond), 

the number of dependents, and land area. In terms of 

variable importance, there are variables relevant to 

farmers that are only manually analyzed by banks. The 

model is built using a random forest with tuning 

parameters, resulting in an accuracy of 83%. This model 

has been evaluated using test data, which results in an 
accuracy of 88%. The model also produced an AUC 

score of 0.81. Based on the AUC performance 

classification, it can be concluded that the model is good 

at predicting the credit status of farmers because the 

AUC value is included in the good classification 

predicate. 
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