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Abstract  

Predicting early Type 2 diabetes (T2D) is critical for improved care and better T2D outcomes. An accurate and efficient T2D 
prediction relies on unbiased relevant features. In this study, we searched for important features to predict T2D by integrating 
ML-based models for feature selection and classification from 520 individuals newly diagnosed with diabetes or who will 
develop it. We used standard machine learning classifications, such as logistic regression (LR), Gaussian naive Bayes (NB), 
decision tree (DT), random forest (RF), support vector machine (SVM) with linear basis function, and k-nearest neighbors 
(KNN). We set out to systematically explore the viability of main feature selection representing each different technique, such 
as a statistical filter method (F-score), an entropy-based filter method (mutual information), an ensemble-based filter method 

(random forest importance), and a stochastic optimization (simultaneous perturbation feature selection and ranking (SpFSR)). 
We used a stratified 10-fold cross-validation technique and assessed the performance of discrimination, calibration, and 
clinical utility. We attained the highest accuracy of 98% using RF with the full set of features (16 features), then used RF as a 
classifier wrapper to select the important features. We observed a combination of SpFSR and RF as the best model with a P-
value above 0.05 (P-value = 0.26), statistically attaining the same accuracy as the full features. The study's findings support 
the efficiency and usefulness of the suggested method for choosing the most important features of diabetic data: polyuria, 
gender, polydipsia, age, itching, sudden weight loss, delayed healing, and alopecia. 

Keywords: Type 2 diabetes, machine learning, feature selection, feature importance  

1. Introduction  

Type 2 diabetes (T2D) is one of the fastest growing life-

threatening chronic diseases, increasing by 108 million 

in 1980 [1][2]. T2D killed 1.6 million people in 2016, 

an increase of more than 1 million from the previous 

year [3]. In 2018, it increased even more by 422 million 

people, and the symptoms increased with age 20 to 60. 

T2D has risen fourfold in the last 40 years, and its risk 

of death has never decreased [4]. The increasing 

number of T2D mortalities is due to the delay in 

diagnosing the disease, which can cause complications 

[5]. 

T2D develops when the body's metabolic processes 

cannot adequately digest meals, leading to increased 

blood sugar. It may erode blood vessels, raising the 

possibility of serious health issues that harm the heart, 

kidneys, eyes, and nerves. There are two common T2D 

concerns grouped as microvascular (artery damage) and 

macrovascular (tiny blood vessel damage). The group 

of microvascular diseases is the organ that is attacked 

by T2D, which are the eyes (retinopathy), kidneys 

(nephropathy), and nerve damage (neuropathy) [6][7]. 

The common T2D symptoms include weight loss, itchy 

skin, polydipsia, polyuria, and polyphagia [8][9]. 

Since the symptoms are similar to common illnesses, 

many people are unaware that they may have T2D, 

leading to complications. A blood test from a doctor is 

necessary to determine if someone has T2D or not. 

However, routine blood tests are rarely performed in 

developing countries because of their high cost. In this 

case, machine learning (ML) methods can be served as 
an alternative to predict T2D outcomes by analyzing 

several risk factors and symptoms. ML offers many 

processing algorithms that can be efficiently used to 

predict disease at a low cost. These algorithms are 

divided into supervised, unsupervised, and 

reinforcement learning, where each type is further 

divided into several types of algorithms.  

An efficient data collection stage and computational 

time can be achieved by incorporating fewer important 
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features. Several feature selection (FS) techniques have 

been proposed to determine the most important 

features. These techniques can avoid overfitting, poor 

performance, and excessive computational times, 

especially when the data is a high-dimensional dataset 

with many features. Dependent and independent 

classifiers are the two main divisions of the FS 

approach. There are two ways to use a dependent 

classifier: the wrapper technique and the embedding 

method. [10]. The wrapper technique assesses a subset 
of variables to look for potential interactions between 

variables while guaranteeing the classifier's prediction 

accuracy. [11]. The FS technique involves choosing, 

either automatically or manually, the features that have 

the greatest impact on the target variable. The FS is 

created, in essence, using the feature importance score. 

[12]. 

This study aimed to develop an efficient T2D prediction 

approach using the important features by integrating the 

ML and FS techniques. Research on T2D has been 

carried out in recent years using various classification 
methods; however, only a few studies focused on 

investigating the important features. Several studies 

used complete features and achieved high accuracies in 

predicting T2D using standard ML approaches. In 2016, 

a support vector machine (SVM) and K-nearest 

neighbor (KNN) were used by J.A. Putra et al. that 

achieved an accuracy of  92% [13]. In 2017, Manimaran 

et al. used the decision tree (DT) method to classify 

T2D with an accuracy of 85.02% [14]. In 2020, D.A. 

Agatsa et al. built a classification model using the SVM 

method with an accuracy of 77.92% [15]. M. M. F. 

Islam et al. in 2020 compared the performances of 
several ML methods gaining the highest accuracy of 

97% by random forest (RF) [16]. Several studies 

applied FS techniques in T2D prediction, as shown in 

Table 1; however, most only focused on one FS 

technique. Their accuracies are not as high as the 

previous studies using the complete features.  

Table  1. Comparison of different feature selection and classification 

measures of type 2 diabetes (T2D) prediction 

Authors 
Feature 

selection 

Classification 

method 
Accuracy 

M. Pradhan et al. GA ANN 73.83% 

S.Y. Rubaiat et al. RF ANN 77.08% 

B. Sarojini, N. 

Ramaraj 
FCBF SVM 77.47% 

L.W. Astuti et al. BWOA ANN, NB 70% 

R. Saxena et al. RF DT, KNN, RF 79.8% 

K.C. Tan et al.  GA SVM 78.26% 

GA: genetic algorithm; RFI: random forest importance; FCBF: fast 

correlation-based filter; BWOA: binary wheal optimization 

algorithm; ANN: artificial neural network; SVM: support vector 

machine; NB: naïve Bayes; DT: decision tree; KNN: k-nearest 

neighbor.  

Our study tried to improve the prediction performance 

by investigating several FS techniques to select the most 

important features to predict T2D. Applying the feature 

selection technique was expected to be more accurate, 

effective, and efficient than full features. Comparing 

several FS techniques will optimize the ML 

classification model to search for the highest accuracy. 

In addition, stratified cross-validation and a-paired t-

test were performed to guarantee that the best 

performance was attained statistically and not merely 

by chance. 

2. Research Methods 

To perform the predictive analysis of T2D, the steps 

taken to get the results are shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

Figure 1. Research Methodology 

All the analyses were carried out using Python version 

3.9.7 by employing several modules, including 

'scikit-learn', a Python ML module built on top 

of ''scipy' package, and 'featurewiz', a Python 

library for creating and selecting the most important 

features in data. 

2.1 Data Collection  

An open dataset from the UCI Machine Learning 

Repository was used in this project [17]. The dataset 

contains information on periodic health checks from 

520 subjects aged between 20 to 65 years, collected in 

2020. There are 16 attributes consisting of 15 numerical 

variables, one categorical variable, and a categorical 

response variable (class), as described in Table 2. 

We preprocessed the data by encoding the target labels 

with a value between 0 and 1. It calculates the 

likelihood of a particular event, such as voting or not 
voting, using a given dataset of independent variables. 

We also performed a normalization technique, such as 

in the variable age, using Min-Max scaling to scale the 

dataset to a specific range between 0 and 1 by using 

each attribute's minimum and maximum values.  
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Table  2. The early stage T2D risk prediction dataset 

No Variable Description Class 

1 Sex Gender Categorical 

2 Age Age Numerical 

3 polyphagia Polyphagia Numerical 

4 polyuria Polyuria Numerical 

5 polydipsia Polydipsia Numerical 

6 
Sudden 

_weight _loss 

Sudden 

Weight Loss 
Numerical 

7 
genital_ 

thrush 

Genital 

Thrush 
Numerical 

8 
visual_ 

blurring 

Visual 

Blurring 
Numerical 

9 weakness Weakness Numerical 

10 Itching Itching Numerical 

11 irritability Irritability Numerical 

12 
Delayed 

_healing 

Delayed 

Healing 
Numerical 

13 
Partial 

_parises 
Partial Parises Numerical 

14 
Muscle 

_stiffness 

Muscle 

Stiffness 
Numerical 

15 alopecia Alopecia Numerical 

16 Obesity Obesity Numerical 

17 Class Class Categorical 

 

2.2 Feature selection techniques 

We employed different FS techniques during model 

development. We employed an ensemble-based filter 
method (random forest importance), an FS using 

stochastic optimization, an entropy-based filter, and a 

statistical filter method (F-score). 

2.2.1 F-Score feature selection 

It is a technique with a statistical approach, sorting the 

relevant features by assessing each feature [18]]. The F-

score formula is: 

 

𝐹(𝑖) =  
(𝑥�̅�

(+) −  𝑥�̅�)
2

+  (𝑥�̅�
(−) −  𝑥�̅�)

2
 

1
𝑛 +  −1

 ∑ (𝑥𝑘,𝑖̅̅ ̅̅ (+) −  𝑥�̅�
(+))

2
+ 𝑛+

𝑘=1
1

𝑛 −  −1
 ∑ (𝑥𝑘,𝑖̅̅ ̅̅ (−) −  𝑥�̅�

(−))
2

 𝑛−
𝑘=1

 

 

Where: 

 𝑥𝑖
(+)

, 𝑥𝑖
(−)

 = the average of each ith feature across 

positive and negative datasets,  𝑥𝑘,𝑖̅̅ ̅̅ (+)
 = the ith feature 

of the kth positive instance,  𝑥𝑘,𝑖̅̅ ̅̅ (−)
 = the ith feature of 

the kth negative instance 

2.2.2 Mutual information (MI) 

MI is one of the FS techniques that has been used since 
1990. It is often used to measure the dependence 

between two features and how much information from 

a feature can be used for others [19].  

The dependency metric between two variables is 

applied to information-theoretic ranking criteria. 

Starting with Shannon's definition of entropy: 

𝐻(𝑋) = ∑ 𝑃(𝑦)

𝑖

𝑙𝑜𝑔𝑃(𝑦) 

The uncertainties in output Y are represented by the 

equation above. If a variable X is given, the conditional 

entropy is calculated using the following formula: 

𝐻
𝑋

𝑌
= −𝛴𝑖𝛴𝑦𝑃(𝑥, 𝑦)𝑙𝑜𝑔𝑃

𝑥

𝑦
 

The equation above says that the uncertainty in the 

result Y is reduced by looking at the variable X. The 

reduction in uncertainty is denoted by: 

𝐼(𝑌, 𝑋) = 𝐻(𝑌) − 𝐻(𝑌|𝑋) 

Thus, the MI between X and Y is produced, which, if X 

and Y are interdependent, will be bigger than zero and, 

if they are not, will be zero. This equation suggests that 

a dependent relationship may exist whereby one 
variable can provide insight into another. The 

conditions provided above are for discrete variables, but 

they can also be used for continuous variables by 

changing the sum for the integral [18].  

2.2.3 Random Forest importance (RFI) 

RFI is an FS technique that calculates the ensemble's 

average of the selected variables [20]. Assuming there 

are two columns, [0] and [1], finding the nodes where 

the split occurred as a result of column [0] is necessary 

to determine the feature importance of [0]. This 

collection has only one node per column [0] and column 
[1]. The formula to determine the importance of a node 

is as follows: 

 

𝑛𝑖 =  
𝑁𝑡

𝑁
 [𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦 −  (

𝑁𝑡(𝑟𝑖𝑔ℎ𝑡)

𝑁𝑡

 𝑥 𝑟𝑖𝑔ℎ𝑡 𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦) −  (
𝑁𝑡(𝑙𝑒𝑓𝑡)

𝑁𝑡

 𝑥 𝑙𝑒𝑓𝑡 𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦) ] 

 

Where: 

𝑁𝑡 is the number of rows in that specific note, N is the 

total number of rows present in the data, Impurity is a 

Gini index value, 𝑁𝑡(𝑟𝑖𝑔ℎ𝑡)  is the number of nodes in the 

right node, 𝑁𝑡(𝑙𝑒𝑓𝑡)  is the number of notes in the left 

node 

2.2.4 Simultaneous perturbation feature selection and 

ranking (spFSR)  

SpFSR is a new method for FS and ranking, an 

extension of the general-purpose black box stochastic 

optimization algorithm. SpFSR starts with the initial 

solution w0, and there is a recursion to find the local 

minimum �̂�: 

�̂�𝑘 + 1: = �̂�𝑘 − 𝑎𝑘𝐺(�̂�𝑘) 

Where 𝑎𝑘 is the order of iteration gain; 𝑎𝑘  ≥  0 and 

𝐺(�̂�𝑘) are estimates of the gradient at k. 

2.3 Machine learning classification methods  

Several ML classification methods were used in this 

study which is detailed below: 
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2.3.1 Logistic Regression (LR) 

It is also known as a sigmoid function, which measures 

the relationship between the dependent variables that 

are independent and categorical [21]. A collection of 

independent variables determines the chance of a 

specific occurrence, such as voting or not voting. Since 

the outcome is a probability, the range of the dependent 

variable is 0 to 1. 

𝑙𝑜𝑔
𝑝

1 + 𝑝
= 𝑎+𝛽1 + 𝑥1 + 𝛽2 + 𝑥2. . . . . +𝛽𝑖 + 𝑥𝑖 

𝑝  = probability of an outcome, a   = intercept 

β1 = associated coefficient, i  = value of the predictor 
variable 
 

2.3.2 Naïve Bayes (NB) 

 It is a straightforward probabilistic classifier that 

determines a set of probabilities by adding up the 

incidences and mixtures of values from the dataset. The 

Gaussian naïve Bayes assumes that the data from each 

label took from the Gaussian distribution [22][23]. 

𝑝(𝑥) =
𝑝(ℎ) ∙ 𝑝(ℎ)

𝑝(𝑥)
 

X  =  proof X, H  = hypothesis, P(H|X) = probability 

that hypothesis H is valid for the proof X.  

P(H|X) is the posterior probability of H on the condition 

of X. P(H|X) is the probability that X is true for 

hypothesis H or probability X on the condition that H. 

P(H) is the prior probability of the proof X. 

2.3.3 Support Vector Machine (SVM) 

It can handle high-dimensional datasets, linear and non-

linear kernel classification, and regression, making 

SVM reliable for classification and regression 

algorithms. The objective is to identify the most 

effective classification function to separate the training 

data in the two classes [24][25]. The separation of the 

two classes is done using a separator line, called a 

hyperplane equation, which can be calculated as 

follows: 

H: wT(x) + b = 0 

b = the bias term and intercept of the hyperplane 

equation  

The hyperplane is always formatted to be a D-1 operator 

in D-dimensional space. A hyperplane, for instance, is 

a linear line in 2-D space (1-D). 

2.3.4 Decision Tree (DT) 

It is used to classify objects which are usually described 

as leaves and branches. The leaves themselves are 

identified by class, while the branches represent the 

condition of the object attribute being measured. DT is 

a common classifier in ML that works by dividing into 

two or more regression tree models and subdividing it 

into smaller ones so that the decision tree will grow 

[26].  

𝐸(𝑆) = ∑ −𝑃1𝑙𝑜𝑔2𝑃𝑖
𝑐
𝑖=1   

 

S = initial condition, i = set class on S,  Pi = probability 

or portion of class i in a node 

 

2.3.5 Random Forest (RF) 

It is a classification algorithm with more than one 

decision tree that is formed depending on the value of a 

random vector sampled independently and identically. 

In addition, RF is also included in the supervised 

learning group, which can be used to make predictions. 

It is a classification method with high accuracy that can 

handle significant input variables without overfitting 

[27]. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝑃1𝑙𝑜𝑔2(𝑃𝑖)
𝑛
𝑖=1 = Set of cases 

n = Number of partitions S, Pi = portion of S to S 

2.3.6 K-nearest neighbor (KNN) 

It is a technique for classifying unknown cases by 

searching for the nearby patterns in the pattern space 

[28] [29]. Euclidean distance is used by KNN to predict 

class: 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)
2

𝑘

𝑖=1

 

To locate the nearest example in the pattern space, 

Euclidean distance 𝑑(𝑥, 𝑦) is utilized to calculate the 

distance. A majority vote of its neighbors identifies the 

class of the unknown examples. 
 

2.4 Evaluation  

We evaluated the best performance of the ML method 
with the complete features by comparing the accuracies 

of each method. The accuracy can be calculated using 

the formula [30]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% 

TP  = True Positive, TN  = True Negative,  

FP = False Positive, FN = False Negative 

We used a stratified 10-fold cross-validation technique 

for the performance assessment with three repetitions to 

reduce the variability while still managing efficient 

computational time. To ensure future replications and 

independent confirmations of our findings, we set the 

random state to 999. All FS approaches were fitted and 

tested on the same data partitions since we kept the 

random state constant across all cross-validation 

procedures. The technique implies that our trials were 
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done in pairs with significantly lower variability than 

separately. 

However, since the cross-validation method involves a 

random process, statistical tests are necessary to 

determine whether any performance difference between 

any two FS or ML methods is statistically significant or 

merely a result of sample variation. We used paired t-

tests to see the statistically significant differences 

between the whole set of features-based ML approaches 

and the ML-FS techniques. 

We performed the paired t-test using the 'stats.ttest' 

function from the 'scipy' package in Python, and then 

we looked at the p-values. If the p-value is less than 

0.05, we can conclude that the difference is statistically 

significant at a 95% confidence level. 

3.  Results  

3.1 Performances of machine learning classification 

methods using the full features 

The performance comparison of the ML methods used 

in this study using the complete features is presented in 

Table 2.  

Table  2. Values of different feature selection techniques using the 

full features 

Algorithms Accuracy Precision Recall 
F1-

Score 

Decision Tree 96% 98% 97% 97% 

Random 

Forest 
98% 98% 99% 98% 

Support 

Vector 

Machine 

92% 94% 93% 93% 

Naïve Bayes 89% 90% 92% 91% 

Logistic 

Regression 
93% 95% 93% 94% 

KNN 96% 99% 94% 96% 
 

It can be observed that RF outperformed the other ML 

methods followed by DT. To determine whether the 

different accuracies are significant statistically and not 

happened by chance, we conducted several paired t-

tests. We obtained all significant P-values < 0.05 with 
the greatest P-value = 0.003, comparing the 

performances of RF and DT. Thus, RF was the best 

method to predict T2D with 98% accuracy  

We subsequently used RF as a classifier wrapper in the 

ML-FS framework to determine which minimal number 

of features can be used to obtain the same values as 

using the complete features. We started using four and 

six features and increased the number by two until we 

reached the same performance accuracy as those from 

the full features. 

3.2 Performance of random forest classification method 

using four features  

The results of FS performances using four important 

selection features are shown in Table 3.  

Table 3. Values of different feature selection techniques using four 

features 

Feature 

selection 

techniques 

Accuracy Precision Recall 

 

F1-Score 

F-Score 

Feature 

Importance 

89% 88% 95% 91% 

Mutual 

Information 
92% 96% 91% 93% 

RFI 91% 95% 91% 93% 

SpFSR 92% 96% 91% 91% 

 
The results indicated that spFSR-RF and MI-RF using 

six features outperformed the other FS methods. 

However, we observed P-value below 0.05 after 

comparing the values of these two techniques with the 

values of the full features using paired t-test. Thus, an 

increasing number of features would be recommended. 

3.3 Performance of random forest classification method 

using six features  

The results of FS performances using six important 

selection features are shown in Table 4.  

Table  4. Values of different feature selection techniques using six 

features 

Feature 

selection 

techniques 

Accuracy Precision Recall 

 

F1-Score 

F-Score 

Feature 

Importance 

91% 94% 90% 92% 

Mutual 

Information 
94% 96% 94% 95% 

RFI 94% 96% 93% 95% 

SpFSR 96% 97% 96% 96% 

 

The results indicated that spFSR using six features 

outperformed the other FS methods. However, the 

accuracy using the full set of features is still statistically 
significantly higher after conducting a paired t-test (P-

value = 0.0028). Thus, spFSR with six features 

performed slightly poorly compared to the full features. 

Therefore, FS using a higher number of features should 

be examined. 

3.4 Performance of random forest classification method 

using eight features 

The results of FS performances using eight important 

selection features are shown in Table 5. 

Table  5. Values of different feature selection techniques using eight 

features 

Feature 

selection 

techniques 

Accuracy Precision Recall 

 

F1-Score 

F-Score 

Feature 

Importance 

94% 95% 95% 95% 

Mutual 

Information 
96% 97% 96% 97% 

RFI 97% 97% 98% 97% 

SpFSR 98% 98% 98% 98% 
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Again, we observed that spFSR outperformed the other 

FS techniques, which was confirmed after performing 

paired t-tests. We observed P-value = 0.26 for spFSR 

vs. the complete features, indicating the same 

significant values. Therefore, the performance of the 

spFSR with eight features is statistically equivalent to 

that of the complete features. With eight features, we 

reached the aim of this study to reduce the number of 

features and find the important ones. The top eight 

features selected from spFSR are shown in Figure 2 
with their respective important scores, showing 

polyuria is the main vital feature in predicting T2D. 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 2. Top Eight spFSR Feature Importances 

4.  Discussion 

This study used several FS techniques on the available 

T2D dataset. FS reduced the number of features in 

diagnosing T2D, providing an efficient and low-cost 

prediction technique. The highest prediction 

performance on all attributes was obtained using the RF 

algorithm with an accuracy of 98%, statistically the 
same as RF using the subset of features (P-value=0.26). 

Remarkably, we can achieve similar results by only 

using eight features selected by spFSR, integrating 

spFSR-RF.  

Our study produced the highest 98% accuracy in 

predicting T2D using the FS technique surpassing the 

previous studies [31][32][33][34][35] that only 

achieved accuracies between 70% and 80%. However, 

the reported performance cannot be directly compared 

due to the different datasets and validation 

methodologies. The previous study conducted by   M. 
M. F. Islam et al., using the same dataset with all 

features, attained the highest accuracy of 97% using RF 

with the train-test splitting [16]. We still achieved a 

slightly higher accuracy, but only incorporating half of 

the features showing our method's efficiency in 

integrating the FS-ML approach. We also used a 

stratified cross-validation technique to handle the 

uncertainty of the prediction. In the train split approach 

conducted M.M.F. Islam et al., each instance receives 

only one check and only makes an exact appearance in 

a test set, producing uncertainty in the result. Even 

repeated random splits are likely to have less reliable 

results since the variance will rise while the average will 

remain relatively constant. 

Moreover, our study proposed an ML classification 

method using fewer features that would be preferred 

since collecting the complete set of features would 

require more time, effort, additional cost, and 

computational complexity. The FS technique aimed to 

reduce parameters and adequately represent some 

relevant data. Integrating the FS technique into ML 
methods can serve as an efficient and low-cost 

prediction of T2D.  

Based on our study, the recommended eight features in 

predicting T2D attributes are polyuria, gender, 

polydipsia, age, itching, sudden weight loss, and 

delayed healing. The feature served as the most feature 

importances, especially the remarkable polyuria feature 

where the sugar level in diabetics is high enough that it 

affects the condition in patients who can produce up to 

8 liters of urine per day. Although the sugar level is 

controlled by diet, the symptoms of polyuria persist, and 
this is the main symptom of T2D that is relevant to the 

literature [30]. The results also showed that gender is a 

significant risk factor for T2D, in line with the medical 

literature, which states that the percentage of diabetic 

patients in women is greater than that of men [36]. 

Women have a higher body fat composition compared 

to men, which makes them prone to be obese, which is 

associated with the risk of T2D [36]. The following 

important feature is polydipsia, a condition of 

continuous thirst experienced by people with diabetes. 

This condition is linked to patients' polyuria, resulting 

from a lack of bodily fluids [34]. It is a risk factor for 
all degenerative diseases and affects how the body 

functions, mainly how well the hormone insulin 

functions, which results in high blood sugar levels [36]. 

Another significant T2D symptom brought on by the 

skin drying out is itching (impaired regulation of body 

fluids) [37]. 

Similarly, sudden weight loss is when people with 

diabetes experience hypoglycemia, a decrease in sugar 

levels due to taking a medication that can cause 

symptoms of sudden weight loss [38]. In contrast, 

delayed healing occurs in people with T2D due to high 
glucose levels, as the body has difficulty processing 

glucose effectively. And the last is alopecia caused by 

the lack of nutrition of diabetics due to lifestyle changes 

associated with treatment and comorbidities and 

complications that often accompany it [39]. Based on 

our study, the eight attributes described had been 

statistically proven to represent the entire dataset used 

to predict T2D, which aligns with medical literature. 

Despite the great benefit, our study has a limitation. 

Since the dataset is not high-dimensional, we used all 

the data to train in the FS trials and then tested them on 

the entire dataset using a repeated cross-validation 

spFSR Feature Importances 

Important scores 

Alopecia 

Delayed healing 

Sudden weight loss 

Itching 

Age 

Polydipsia 

Gender 

Polyuria 
 

-0.05 0.00         0.05            0.10            0.15 
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technique. Despite its simplicity, this method may lead 

to overfitting. A better approach would be suggested to 

perform this comparison within a combined train/test 

split approach. The data can be divided into two parts: 

train data and test data, then use a cross-validation 

technique to identify the most important features in the 

train data. The performance of these features on the test 

data can then again be evaluated using a repeated cross-

validation technique. Another suggestion is replicating 

the method on another dataset to ensure the same high 

accuracy can still be achieved. 

5.  Conclusion 

Integrating spFSR into the RF method would reduce the 

computational complexity of diagnosing a disease. The 

best performance in this study was achieved using eight 

features, obtaining an accuracy of 98%. This study 

demonstrated that using half of the features would have 

the same results as using the full set of features to 

predict T2D on early onset with reliable high accuracy. 

This approach would be recommended for future 

studies to apply to a larger dataset or other disease 

datasets. 
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