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Abstract  

Social media such as Twitter has now become very close to society. Twitter users can express current issues, their opinions, 
product reviews, and many other things both positive and negative. Twitter is also used by companies to monitor the assessment 
of their products among the public as insight that will be used to evaluate what aspects of their products need to be further 
developed. Twitter with its limitation of only allowing users to post a maximum tweet of 280 characters will make a lot of 
abbreviated and difficult to understand words used, so it will allow vocabulary mismatch problems to occur. Therefore, in this 

paper, research conducted on aspect-based sentiment analysis of Telkomsel’s products from the aspects of signal and service 
by applying feature expansion using Fasttext word embedding to overcome vocabulary mismatch problem and classification 
with the Support Vector Machine (SVM) method. Sampling technique with Synthetic Minority Oversampling Technique 
(SMOTE) used to overcome data imbalance. The experimental results show that feature expansion can increase the 
performance of model. The final results obtained F1-Score value of the model for the signal aspect increased by 27.91% with 
F1-Score 95.93%, and for the service aspect increased by 42.36% with F1-Score 94.53%. 
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1. Introduction  

In this era, social media has become almost inseparable 

from people's lives. One of the most frequently used 

social media is Twitter. Twitter allows users to share 

with other users by posting a tweet that can contain 

photos, videos, links, and hashtags[1]. Twitter users 

usually post tweets related to their thoughts, their 

opinions, current issues, and make good or bad 

comments about a product. Everything in the tweet 

above can be referred to as sentiment. In posting tweets 
on Twitter, users are limited to a maximum of 280 

characters per tweet.  Therefore, Tweets are often 

shortened and very difficult to understand due to the 

varied use of words and emoticons, thus causing 

vocabulary mismatches may occur[2]. 

Sentiment analysis has attracted attention in recent 

decades in research in the field of Natural Language 

Processing (NLP)[3]. Sentiment analysis is a process to 

identify or categorize user opinions in the form of text 

on anything such as movies, products, events, and other 

things whether they include positive, negative, or 

neutral sentiments[4]. Sentiment analysis can be very 
useful for the task of identifying, extracting, and 

learning subjective information about, for example, a 

company's product[5]. Sometimes, the companies are 

interested in more detailed insights into the sentiments 

expressed towards their products such as what aspects 

of their products need to be evaluated. In the 

Advancement of sentiment analysis, today is currently 

encountered as a new branch of sentiment analysis, 

namely aspect-based sentiment analysis. 

Nipuna Eka Panala et al.[6], conducted an experiment 

on aspect-based sentiment analysis of laptop reviews 

using a supervised learning approach. The methods 
used are SVM and logistic regression. The results 

obtained are SVM getting better accuracy with a score 

of 73.18% while logistic regression is 72.39%. Irbah 

and Sibaroni in their research[7], discuss about aspect-

based sentiment analysis of beauty product reviews in 

the Female Daily community using SVM classification. 

There are 3 aspects used, namely price, packaging, and 

aroma. The results of the accuracy score from this study 

are 86% for the aroma aspect, 92% for the packaging 

aspect, and 93% for the price aspect. Iskandar and 

Nataliani in their research[8], conducted sentiment 

analysis research based on Youtube comments related 
to the Samsung Galaxy Z Flip 3 Gadget. The aspects 

taken in this study are design aspect, price aspect, 
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specification aspect, and brand image aspect. In this 

study, SMOTE technique for sampling was used to 

overcome data imbalance, and SVM, NB, and k-NN for 

the classification methods. The results showed that 

SVM showed the best results with an accuracy score of 

97.44% for the price aspect, 96.22% for the 

specification aspect, 94.40% for the design aspect, and 

97.63% for the brand image aspect.  

In research[2], Erwin B. Setiawan et al. conducted 

experiments related to topic classification in a tweet 
using SVM, Naïve Baiyes, and Logistic Regression and 

implemented feature expansion with Word2Vec word 

embedding using IndoNews and GoogleNews datasets. 

The results obtained show that feature expansion using 

Word2Vec word embedding with GoogleNews dataset 

can consistently improve performance. In Logistic 

Regression, the largest accuracy result is 58.86%, then 

SVM by 54.67% and Naïve Baiyes by 52.99%. In 

study[9], Ibrahim Kaibi et al. conducted experiments to 

compare 3 word embedding models (Glove, 

Word2Vec, Fasttext) which were then combined with 6 
machine learning algorithms namely Gaussian Naïve 

Bayes, Linear SVC, NuSVC, Logistic Regression, 

SGD, and Random Forest on Arabic Twitter datasets. 

From this experiment, it is found that all algorithms 

combined with Fasttext word embedding get superior 

results than when combined with Glove or Word2Vec 

word embedding. The best results are obtained from the 

combination between Fasttext and nuSVC with a 

Precision value of 84.89%, Recall 84.29%, and F1-

Score 83.85%.  

Based on several previous researches above, it shown 

that many researches have used SVM classification 
method for text classification research such as 

sentiment analysis. The Implementation of feature 

expansion can help overcome vocabulary mismatches 

problem and improve the performance of classification 

model[2]. But, there is no research that uses feature 

expansion and SVM for aspect-based sentiment 

analysis. Therefore, this paper aims to analyze the 

impact of implementing feature expansion using 

Fasttext word embedding and SVM classification for 

aspect-based sentiment analysis on Twitter about 

Telkomsel’s products. Telkomsel was chosen because 
Telkomsel is the cellular operator with the most 

extensive coverage and the most users in Indonesia. 

Therefore, it is expected that there will be many reviews 

from customers regarding Telkomsel’s products. Due to 

the data used is imbalanced, data sampling will be 

carried out using two techniques, that is undersampling 

technique and SMOTE technique. 

The rest of the paper is organized as follows. Section 2 

describes the system that is built for feature expansion 

using Fasttext word embedding and SVM classifier for 

aspect-based  sentiment analysis. Section 3 provides the 

result and discussion of the experiments in this research. 

section 4 conclusion of the experiments. 

2. Research Methods 

The system plan of the aspect-based sentiment analysis 

system using Fasttext feature expansion and SVM is 

shown in Figure 1. This research start with collecting 

data from Twitter, and then continued with labelling, 

pre-processing, feature extraction with TF-IDF, 

implementing the feature expansion using Fasttext 

word embedding, classification process with SVM, and 

lastly evaluating the model. 

 

Figure 1. Aspect Based Sentiment Analysis with Fasttext and SVM 

2.1 Data Collection 

In this paper, the data used is tweet data from twitter. 

The tweet data was collected using the SNScrape library 
in the python programming language. The data that we 

collect is data related to Telkomsel, a cellular company 

in Indonesia. In collecting data several keywords 

related to Telkomsel’s products in the signal and service 

aspects were used as listed in the Table 1. 16.978 tweets 

were successfully collected in the data collecting 

process. The data used to help the feature expansion 

process is Indonews Corpus, it is Indonesian article data 

from several media in Indonesia such as Tempo, 

Liputan 6, CNN Indonesia, Kompas, Detik.com, and 

Republika. The total number of articles owned is 

142.545 articles. 

Table 1. Keywords Related to Telkomsel’s Products 

No. Keyword 

1 sinyal telkomsel 

2 jaringan telkomsel 

3 telkomsel lemot 

4 kualitas telkomsel 

5 telkomsel down 

6 telkomsel roaming 

7 telkomsel gangguan 

8 telkomsel error 

9 cs telkomsel 

10 grapari 

11 pelayanan telkomsel 

12 mytelkomsel 

13 pelayanan sms telkomsel 
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2.2 Data Labelling 

The collected tweet data will be labeled to help the 

classification process. Data labeling is done manually 

by a team of 7 persons by dividing 1 tweet labeled by 3 

persons and the most votes are taken as the tweet label. 

Data labelling is carried out on each tweet based on 

signal aspect and service aspect by labeling 1 if the 

tweet discussing that aspect is positive, label -1 if the 

tweet discussing that aspect is negative, and will be 

labeled 0 if the tweet discussing that aspect is neutral or 
does not discuss the aspect. Table 2 shows an example 

of tweet labelling. 

Table 2. Example of Tweet Labelling 

Tweet Signal Service 

Ini sinyal telkomsel knpa jelek bgt y skrg -1 0 

@jessptra pake telkomsel biar bagus sinyal 

nya 
1 0 

@milkeesway @Telkomsel CS Telkomsel 

emang selalu responsif. Sabar aja nanti pasti 

dibales 

0 1 

After all tweet data is labeled, the distribution of label 

data for each aspect is obtained as shown in Table 3. 

There is an imbalance of data in all aspects. On the 

signal aspect, the positive label is too low compared to 

other labels, while on the service aspect, the neutral 

label is too high compared to other labels. 

Table 3. Data Label Distribution of Each Aspect 

Aspect Positive Negative Neutral 

Signal 471 9649 6870 

Service 1216 2225 13546 

2.3 Pre-processing 

Crawling tweet data will definitely be found many 

tweets that contain noise and misspelling. Therefore, it 

is necessary to do preprocessing. The purpose of pre-

processing is to remove noise, misspelling in tweets as 

well as to make the data more machine readable to 

reduce ambiguity in feature extraction[10]. Python 

libraries such as re, string, Sastrawi, and Natural 

Language Toolkit (NLTK) are used to help in pre-

processing process. 

Pre-processing is divided into 5 steps that consist of 

case folding, data cleaning, word normalization, 

stopwords removal, and stemming. The first step is case 
folding which is the stage of converting all words in the 

sentences into lowercase letters. The second step is data 

cleaning which is the process of removing urls, 

hashtags, username tags, numbers, symbols, and 

punctuation from the tweet. The third step is word 

normalizatoin which is the stage of converting slang 

words, abbreviated words, typos, informal words into 

correct and formal words with the help of a manually 

created dictionary [11]. The fourth step is stopwords 

removal which is the stage of removing words that have 

no meaning, and if the word is removed it does not 
affect the meaning of the sentence such as "dan", "atau", 

"tetap", "ini", "itu", "adalah", and others[2]. The last 

step is stemming which is a stage to change a word into 

its base word by removing prefixes, infixes, suffixes, 

and confixes (combination of prefix and suffix)[2]. 

2.4 Term Frequency – Inverse Document Frequency 

(TF-IDF) 

TF-IDF is a machine learning method for NLP that 

reflects how important words or documents are in a 

corpus[12]. This method is used to calculate the weight 

of a word in a tweet that is efficient, easy, and produces 
accurate results[2]. In this paper, TF-IDF is used for 

feature extraction. The calculation for the weigth of 

word 𝑤 in a tweet T using TF-IDF is defined as in 

formula (1). 

𝑊𝑤𝑖 =  𝑡𝑓𝑤𝑇 ∗ 𝑙𝑜𝑔(
𝑁𝑇

𝑛𝑤

) (1) 

Where 𝑡𝑓𝑤𝑇  is the number of occurrences of word 𝑤 in 

tweet 𝑇, 𝑁 is the number of tweets we have, and 𝑛𝑤 is 

the number of tweets containing word 𝑤 [2]. 

2.5 Fasttext 

Fasttext is a word embedding project that is part of 
Facebook's open sourced research[13]. Fasttext is a fast 

and effective method for learning word representations 

and performing text classification[13]. Fasttext learns 

words by considering the subwords of the word, then 

each word will be represented as a set of n-gram 

characters which allows Fasttext to capture the meaning 

of shorter words and allows embedding to understand 

the suffixes and prefixes of words[14]. Because of 

Fasttext considers subwords, it will be able to capture 

words that rarely appear in documents and handle the 

problem of unrecognized words, also known as Out of 
Vocabulary words (OOV). In this paper, Fasttext is 

used to create a similarity corpus using tweets data, 

IndoNews data, and a combination of tweets and 

IndoNews data. 

2.6. Feature Expansion 

As stated earlier, this paper implementing feature 

expansion using Fasttext word embedding to solve the 

vocabulary mismatch problem. The basic idea of using 

word embedding is to identify missing words in the 

tweet representation if they can be replaced with 

semantically meaningful words[2]. In this paper, 

feature expansion is done by utilizing similarity corpus 
that has been previously created using Fasttext to obtain 

related word. It takes a word as input and gives an 

output of a set of semantically related words and also 

their similarity values[2]. An example for the result of 

similarity corpus, given a word "telkomsel". In corpus 

IndoNews with Top 10 features the result of similarity 

corpus is as shown in Table 4 that shows 10 words that 

have similarities with the word "telkomsel". Whereas 

the Rank-1 to Rank-10 columns express the degree of 

proximity of the word that similar to the word 
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"telkomsel". Rank-1 indicates the similar word with 

highest degree of proximity, and Rank-10 indicates the 

similar word with the lowest degree of proximity in the 

similarity corpus. 

Table 4. Top 10 Similar Words of Word “telkomsel” 

Word Rank Similar Word 

Koneksi 

Rank-1 telkomseltelkomsel 

Rank-2 mytelkomsel 

Rank-3 telkomselfest 

Rank-4 tekomsel 

Rank-5 telko 

Rank-6 ririek 

Rank-7 telkomunikasi 

 Rank-8 telkom 

 Rank-9 trikomsel 

 Rank-10 telkomgroup 

For the process of feature expansion, this paper uses the 
same method as that done by Erwin et al.[2]. As an 

example, given a tweet "... aplikasi mytelkomsel 

gangguan". Suppose "telkomsel" is a word whose 

feature value in the tweet representation is zero. 

Suppose also that the similar words of "telkomsel" as 

returned by Fasttext are as in Table 4. Because the word 

"mytelkomsel" is one of the word that is semantically 

similar to the word "telkomsel" and the word 

"mytelkomsel" is also found in tweet content, the value 

of the "telkomsel" feature in the tweet representation 

vector is replaced with the weight value of the word 
"mytelkomsel" as illustrated in Table 5. This applies 

when feature extraction uses TF-IDF, but if using BOW 

the value is replaced with 1[11].  

Table 5. Vector Representation on Tweet Before and After Feature 

Expansion 

Before 
aplikasi mytelkomsel gangguan telkomsel 

0.945 0.926 0.894 0 

After 
aplikasi mytelkomsel gangguan telkomsel 

0.945 0.926 0.894 0.926 

In table 5 it can be seen, after feature expansion, the 

value of the vector representation of the word 

“telkomsel” which was originally 0 was replaced by 
0.926 because the word "telkomsel" has similarity with 

the word "mytelkomsel". 

2.6 Support Vector Machine 

Support Vector Machine (SVM) is one of the methods 

of supervised learning that analyzes data and recognizes 

patterns from data which is usually used for 

classification and regression[15]. SVM is effective 

method for text classification and has the advantage of 

being able to handle very large data in classification, 

especially text classification[16]. The way SVM works 

is find the best hyperplane by maximizing the margin 
that can generally separate the dataset into classes. The 

illustration of how SVM works is shown in Figure 2. 

 
Figure 2. SVM Find The Best Hyperplane[17] 

The basic principle of SVM is for linear classification, 

but nowadays the concept of kernel trick has been 
developed to solve non-linear problems. In this paper, 

four types of kernels are used, namely linear, Radial 

Basis Function (RBF), polynomial, and sigmoid. From 

the four kernels will be tested with a certain ratio and 

one with the best performance is taken. The kernel with 

the best ratio will be used for the next scenario 

experiment. Table 6 shows the SVM kernels and their 

formulas. 

Table 6. SVM Kernels[18] 

Kernel Type Formula 

Linear 𝐾(𝑥𝑖, 𝑥𝑘) =  𝑥𝑘
𝑇𝑥 

RBF 𝐾(𝑥𝑖, 𝑥𝑘) = exp {
−||𝑥 − 𝑥𝑘||

2

2𝜎2
} 

Polynomial 𝐾(𝑥𝑖, 𝑥𝑘) =  (𝑥𝑘
𝑇 + 1)𝑑 

Sigmoid 𝐾(𝑥𝑖, 𝑥𝑘) = tanh [𝑘𝑥𝑘
𝑇𝑥 +  𝜃] 

2.7 Performance Evaluation 

To measure the quality of the system that has been 

created, a performance evaluation of the system is 

required. In this paper, we evaluate F1-score of the 

classification model that has been created using a 

confusion matrix. F1-Score is used because the data 

used in this paper is imbalance data. According to 

Ibrahim's research[19], performance measurement with 

F1-score is better for imbalance data than other 

measurements such as accuracy or ROC AUC. On 

imbalance data, accuracy can cause bias for some cases, 

and ROC AUC allows masking poor performance. 

Therefore, this paper uses F1-score for performance 

evaluation.  

In this paper, True Positive (TP) is the result of the 

classification that is predicted positive and the result is 

true in reality, True Negative (TN) is the result that we 

predict negative and true in reality, False Positive (FP) 

is the result that we predict positive but wrong in reality, 

False Negative (FN) is the result that we predict 

negative but wrong in reality. 

Before measuring the F1-score, we must first find the 

values for precision and recall. Precision is a measure 

of accuracy in proving the positive class in the actual 
value according to the positive class predicted 

previously. Formula 2 was used to calculate the 

precision. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 
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Recall is a measure of the ability to correctly predict a 

positive class from all positive classes in an act value. 

Formula 3 was used to calculate the recall. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

After obtaining the precision and recall values, then we 
can find the F1-Score value. F1-Score is the harmonic 

mean between precision and recall. Formula 4 was used 

to calculate the F1-Score. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

3. Results and Discussions 

The purpose of this research is to find the F1-Score of 

SVM classification with feature expansion using 

Fasttext for each aspect. There are 2 aspects taken in 

this experiment, the signal aspect and the service aspect. 
This experiment is divided into 4 scenarios, and each 

scenario tests each individual aspect. The first scenario, 

we compare F1-Score of SVM Classifier with random 

ratio 70:30, 80:20, and 90:10 on the training data and 

test data using TF-IDF and the default kernel of SVM 

used is RBF kernel. The best ratio will be used for F1-

Score comparison between other SVM kernels. Then, 

the best ratio and kernel will be used as the baseline and 

will be used continuously for the next scenario. The 

second scenario is to conduct data sampling to 

overcome data imbalance using undersampling 

technique and SMOTE technique. Then, the third 
scenario measures the performance effect of using 

feature expansion using Fasttext with three corpuses 

that have been previously created. In the third scenario, 

each corpus is tested for Top 1, Top 5, Top 10, Top 20, 

and Top 25 features. The meaning of Top 1 feature is it 

will take a feature or a word from corpus that similar 

with a word in the tweet, and it applies to all features. 

Lastly, the fourth scenario performs hyperparameter 

tuning to improve model performance. 

In each classification system for each scenario, the 

program is executed 5 times and the average F1-Score 
value is taken in order to obtain optimal F1-Score 

results. 

3.1 Results 

For the baseline search in scenario 1 is done through 

two stages. The first stage of scenario 1 is find the best 

data ratio. The results of the first stage of the first 

scenario are shown in Table 7. Table 7 shows the 

comparison of the F1-Score of SVM model using the 

default kernel from SKLearn's SVC library, the Radial 

Basis Function (RBF) kernel with three combinations 

random ratio of training data and test data of 70:30, 

80:20, 90:10. 

Table 7 shows the F1-score of each aspect of each ratio. 

For the signal aspect, the best ratio is 90:10 with an F1- 

score of 73.06%, and for the service aspect, the best F1- 

score is obtained at a ratio of 90:10 with a score of 

64.46%. Then, the selected ratio will be used for F1-

score comparison with three other SVM kernels. 

Table 7. The Best Data Ratio for Baseline 

Aspect Data Ratio F1-Score (%) 

Signal 

70:30 71.33 

80:20 72.46 

90:10 73.06 

Service 

70:30 63.60 

80:20 64.20 

90:10 64.46 

 
Table 8. The Best Kernel for Baseline 

Aspect Data Ratio Kernel F1-Score (%) 

Signal 

90:10 

Linear 75.00 

Polynomial 67.33 

RBF 73.06 

Sigmoid 74.00 

Service 

Linear 66.40 

Polynomial 48.46 

RBF 64.46 

Sigmoid 64.53 

Table 8 shows the results of comparing the F1-score of 

the four SVM kernels for each aspect. For the signal 

aspect and the service aspect both get the best score on 

the linear kernel. So, the baseline is obtained on the 
linear kernel and data ratio 90:10. Then, it will be used 

for the next scenario test. 

In the second scenario, because of the data used is 

imbalance, sampling technique will be carried out to 

overcome the data imbalance problem. The sampling 

stage will test two sampling technique, which are 

undersampling technique and SMOTE technique. The 

performance of the two sampling technique will be 

compared, and the technique with the best results will 

be used for the next scenario. Table 9 shows the 

comparison between F1-score of SVM classification 

using undersampling and SMOTE for each aspect. 

Table 9. Performance of SVM with Data Sampling  

Sampling 
F1-Score (%) 

Signal Service 

Undersampling 85.13 (+13.51) 78,80 (+18.67) 

SMOTE 95.86 (+27.82) 92.80 (+39.75) 

For undersampling technique, the signal aspect gets an 

increase in F1-score to 85.13% and the service aspect 

increased to 78.80%. Meanwhile, sampling with 
SMOTE technique showed an increase in F1-score as 

well, with the signal aspect increasing to 95.86% and 

the service aspect increasing to 92.80%. Since SMOTE 

shows the best performance, it will be used for testing 

in the next scenario. 

Then, entering the third scenario, feature expansion was 

carried out using Fasttext with three different corpuses 

that had been previously created. Table 10 and Table 11 

shows the F1-score results for each corpus based on its 

Top-n features. 
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Table 10. Performance of SVM with Fasttext Feature Expansion for 

Signal Aspect 

Features 

F1-Score (%) 

Tweets 

Corpus 

IndoNews 

Corpus 

Tweets+IndoNews 

Corpus 

Top-1 95.33 (+27.11) 95.47 (+27.29) 95.73 (+27.64) 

Top-5 94.93 (+26.58) 95.92 (+27.90) 95.67 (+27.56) 

Top-10 94.93 (+26.58) 95.87 (+27.82) 95.87 (+27.82) 

Top-20 94.60 (+26.13) 95.90 (+27.86) 95.80 (+27.73) 

Top-25 94.57 (+26.10) 95.80 (+27.73) 95.79 (+27.71) 

Table 11. Performance of SVM with Fasttext Feature Expansion for 

Service Aspect 

Features 

F1-Score (%) 

Tweets 

Corpus 

IndoNews 

Corpus 

Tweets+IndoNews 

Corpus 

Top-1 92.07 (+38.65) 92.27 (+38.96) 92.40 (+39.16) 

Top-5 92.40 (+39.16) 92.87 (+39.86) 93.00 (+40.06) 

Top-10 93.07 (+40.16) 93.47 (+40.76) 93.40 (+41.66) 

Top-20 93.40 (+40.66) 93.73 (+41.16) 93.80 (+41.27) 

Top-25 93,33 (+40.56) 93.64 (+41.03) 93.40 (+40.66) 

In Table 10 and Table 11, it can be seen for the signal 

aspect after applying feature expansion, the best F1-

Score is obtained by Top 5 in the IndoNews corpus with 

a value of 95.92%, it means increase of 27.90% from 

the baseline model. Meanwhile, for the service aspect, 
the best F1-Score is obtained by the Top 20 in the 

Tweets+Indonews corpus with a value of 93.80%, an 

increase of 41.27% from the baseline model. Figure 7 

shows the performance comparison for each corpus on 

each Top-n feature. 

 
Figure 3. Comparison of F1-score After Feature Expansion for 

Signal Aspect 

Furthermore, the last scenario will be carried out 

hyperparameter tuning. For hyperparameter tuning C 

and Gamma parameters will be used. The value of C 

and Gamma will be searched using the grid search 

technique, so that the best value of C and Gamma for 

parameters are obtained. Table 12 shows the 

combination of parameter values that are used in the 

hyperparameter tuning process. 

 
Figure 4. Comparison of F1-score After Feature Expansion for 

Service Aspect 

Table 12. Parameter for Hyperparameter Tuning 

Parameter Values 

C [0.1, 0.5, 1, 5, 10] 

Gamma [‘scale’,’auto’] 

To help the hyperparameter tuning process, SKLearn's 

GridSearchCV library is used in the Python 

programming language which will provide output in the 

form of a combination of C and Gamma values that 

produce the best performance. 

The best parameters for the signal aspect are obtained 

at C=1 and Gamma="scale", while for the service 

aspect, the optimal parameters are obtained at C=5 and 

Gamma="scale". Table 13 shows the performance of 

the model after hyperparameter tuning for each aspect. 

Table 13. The Best Parameter of Hyperparameter Tuning 

Aspect C Gamma F1-Score (%) 

Signal 1 Scale 95.93 (+27.91) 

Service 5 Scale 94.53 (+42.36) 

Table 13 shows the results of hyperparameter tuning 

with the previously mentioned parameters made the 

performance increase. For the signal aspect, the F1-

Score value increased by 27.91% from the baseline 

model to 95.93% and for the service aspect the F1-Score 

value increased by 42.36% from the baseline model to 

94.53%. 

3.2. Discussions 

Based on the results of the four scenarios that have been 
carried out as in Tables 7-11, it shows that 

implementing feature expansion using Fasttext word 

embedding can improve the performance of sentiment 

models. The performance improvement of the model is 

also influenced by the use of data sampling using 

SMOTE technique that used to overcome data 

imbalance and optimization with hyperparameter 

tuning using grid search to get more optimal 

classification parameter. Table 14 shows a comparison 
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of the results of the four scenarios that have been carried 

out for each aspect.  

Table 14. Comparison of Experiment Results 

Aspect Experiment F1-Score (%) 

Signal 

Baseline 75.00 

Baseline + SMOTE 
95.87 

(+27.82) 

Baseline + SMOTE + Feature 

Expansion 

95.92 

(+27.90) 

Baseline + SMOTE + Feature 

Expansion + Hyperparameter Tuning 

95.93 

(+27.91) 

Service 

Baseline 66.40 

Baseline + SMOTE 
92.80 

(+39.75) 

Baseline + SMOTE + Feature 

Expansion 

93.80 

(+41.27) 

Baseline + SMOTE + Feature 

Expansion + Hyperparameter Tuning 

94.53 

(+42.36) 

In Table 14, it can be seen that there is a significant 

increase in performance for both aspects in each 

scenario that has been carried out. For the signal aspect, 

the performance for the baseline is 75%, while for the 

service aspect it is 66.40%. Then, when implementing 

data sampling with SMOTE, the F1-Score value for 

each aspect experienced a fairly high increase of 

95.87% for the signal aspect and 92.80% for the service 

aspect. In third scenario, which is the implementation of 

feature expansion, the F1-score of both aspects 

increased to 95.92% for the signal aspect and 93.80% 
for the service aspect. Lastly, in the fourth scenario, 

hyperparameter tuning was carried out and there was an 

increase in F1-score again with a score of 95.93% for 

the signal aspect and 94.53% for the service aspect. 

 

Figure 5. Performance Improvement Results on Each Scenario of 

Each Aspect 

To visualize the results from Table 14, see Figure 5. In 

Figure 5, the blue line is the signal aspect and the red 

line is the service aspect. Initial B is for scenario 1, 

namely Baseline. Initial BS is for scenario 2, namely 
Baseline + SMOTE. Initial BSE is for scenario 3, 

namely Baseline + SMOTE + Feature Expansion. Initial 

BSET is for scenario 4, namely Baseline + SMOTE + 

Feature Expansion + Hyperparameter Tuning. From 

Figure 5, it can be seen that there is a significant 

increase in performance in each scenario for each 

aspect. 

4.  Conclusion 

In this paper we have done research on implementation 

Fasttext word embedding as feature expansion and 

SVM classification in aspect-based sentiment analysis. 

This research takes a case study of Telkomsel’s 

products, a cellular company in Indonesia for signal 

aspect and service aspect. The data used in the study 

was taken from twitter tweets by scrapping using the 

SNScrape library in the python programming language. 

The data successfully taken was 16.978 tweets, and also 
IndoNews data to help the feature expansion process. 

Based on the 4 scenarios that have been carried out, 

using sampling with SMOTE technique produces better 

performance than using undersampling technique. 

Then, the implementation of feature expansion in the 

model shows an increase in performance for each 

aspect. The use of hyperparameter tuning also helps to 

improve the model's performance results. The final 

result obtained for the signal aspect achieved the best 

F1-Score value on the IndoNews corpus in the Top-5 

features of 95.93%, and the service aspect achieved the 
best F1-Score value on the Tweets+IndoNews corpus in 

the Top-20 of 94.53%. For future research, perhaps the 

research can be done using a larger amount of data and 

take more aspects than this research, and can also apply 

the other classification methods. 
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