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Abstract  

Climate change has occurred in several countries, especially in tropical countries such as Indonesia. It causes extreme 
temperature changes in several Indonesian areas, especially Jakarta, one of the world's most populated cities. The population 
of Jakarta causes the activities carried out by residents to be disturbed by extreme temperature changes. In addition, drastic 
temperature changes also affect the energy consumption used by residents. Therefore, it is necessary to predict temperature to 
determine future temperature conditions so that residents can plan their activities. Temperature forecast can be done in several 

ways, one of which uses a machine learning approach. This research uses a deep learning model called the Convolutional 
Long Short-Term Memory (ConvLSTM). Moreover, we also compare the model with Multi-Layer Perceptron (MLP), and Long 
Short-Term Memory (LSTM). We use temperature data taken from the ERA-5 period years 2018 to 2020 located in Kemayoran, 
Jakarta, Indonesia. This research aims to investigate the accuracy of short-term temperature forecasting by using these three 
models. The model is built to predict short-term temperatures for 1, 3, and 7 days ahead. The performance of the three methods 
is measured by calculating the Root Mean Square Error (RMSE), Mean Square Error (MAE), and Coefficient Correlation 
(CC). The result shows that the LSTM performs better than the other methods to forecast 1, 3, and 7 days, i.e., with the lowest 
RMSE, MAE, and higher CC.  
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1. Introduction  

Temperature is a component of weather and an entity 
that can be used to understand global warming. The 

extreme climate change in Indonesia causes quite 

extreme temperature changes in several areas in 

Indonesia such as Jakarta and Bekasi[1]. Besides that, 

according to most climatologists, extreme temperature 

changes occur because of human activities that cause 

greenhouse gases increased[2]. Temperature is also one 

factor that affects energy consumption[3]. According to 

some studies, 40% of Energy generated worldwide is 

used by buildings half of this is used for heating and air 

conditioning[4]. The increasing use of air conditioning 
and heating due to being easily influenced by the air 

temperature. Therefore, studying the air temperature 

fluctuations is necessary to estimate the energy 

requirements needed[5]. Everyone can find information 

about future temperature conditions by doing 

temperature forecasts. This information helps in water 

resource management, irrigation, and health[6]. 

Besides, temperature forecast is important for society 

because it helps their work[7]. Temperature forecast has 

been done by applying machine learning because it can 

provide high accuracy results[8]. Using machine 
learning to make temperature forecasts can speed up the 

prediction process because it has faster computational 

capabilities to handle complex meteorological data and 

large data sizes [9]. 

Several machine learning methods can be used to 

predict Temperature, such as the Long Short-Term 

method Memory (LSTM). LSTM method was used by 

Park and his colleagues in 2019 in three locations in 

South Korea, namely Seoul, Gyeonggi, and Jeolla. They 

made temperature predictions for the next 6, 12, 24 

hours, and 14 days using weather data from November 
1981 until December 2017. They compare performance 

from the LSTM method with the Deep Neural Network 

(DNN) method in predicting Temperature. The result 

obtained from that research is that the LSTM model 

provides performance better than the DNN model in 

predicting temperature[10]. Another machine learning 

method that can be used is Multi-Layer Perceptron 

(MLP) which Salcedo-Sanz and colleagues used in 

2015 to predict ten locations in Australia and New 
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Zealand. They made a prediction with weather data 

from the period 1910-2010. The research was 

conducted by comparing several methods other than 

MLP, Multi Linear Regression (MLR) and Support 

Vector Regression (SVR). Two cases will be used to 

train the SVR and MLP models; namely, the 30/70 case, 

where the training data contains a monthly average 

temperature data from January 1900 to December 1930 

and the test data includes the monthly mean temperature 

data from the period 1931 to 2010. In the 70/30 case, 
the training data contains a monthly mean temperature 

data from 1900 to December 1970, and the test data 

includes a monthly mean temperature data from 1971 to 

2010. The results obtained from this research are MLP 

method gives slightly better performance than MLR in 

the case of 70/30. While in case 30/70, the MLP method 

gives worse results than other methods[11].  

The Convolutional LSTM (ConvLSTM) method, a 

variation of the LSTM method, can also be applied to 

prediction temperature as Kreuzer and colleagues did in 

2020 in German. They predicted temperature for 24 
hours using weather data from five meteorological 

stations in Germany for the period 2009-2018. The 

research used the ConvLSTM method with the 

SARIMA method, univariate LSTM, and multivariate 

LSTM. The result obtained from that research is that the 

SARIMA model provides the best performance for the 

first few hours, followed by a univariate LSTM model. 

But a longer time, the SARIMA and the LSTM model 

univariate performance decreased compared to a 

multivariate model. ConvLSTM model provides good 

performance to predict across locations. In contrast, 

seasonal naive predictions yield results poor at making 
predictions. Naive forecast seasonal only gives the 

same result as other models when predicting for 20-24 

hours[12].  

As Jakarta is one of the most populated cities in 

Indonesia, residents carry out many activities carried 

out by residents leading to increased use of air 

conditioning and heater use due to weather conditions. 

Therefore, temperature forecasting can help design an 

electricity forecasting system. Based on previous 

research, this research aimed to show the result of 

ConvLSTM to predict the temperature in Jakarta. 
Moreover, the result of ConvLSTM is compared with 

two other methods, MLP and LSTM. The accuracy of 

each model is measured by looking at the metric 

evaluation used in this research; each model is used to 

make temperature forecasts. This research uses 

meteorological data from ERA-5 as input. 

2. Research Methods 

In this research, several steps are carried out, as in 

Figure 1. Firstly, the step of preparing climate data will 

be used to make temperature predictions. The data 

comes from ERA-5, which contains information about 

weather from the Kemayoran weather satellite in 

Jakarta. After the data was obtained, The ERA-5 dataset 

will be divided into training and test data, with 80% for 

training data and 20% for test data. After splitting data, 

the next step is to determine the parameters used in the 

implemented model, such as the number of layers used, 

the number of hidden layers used, the epoch value, and 

the activation function used.  

Input parameters affect the resulting performance of the 

implemented model because the built model's structure 
affects the model's performance in making predictions. 

Therefore, the next step is to determine the appropriate 

input parameters for the model used so that the built 

model can provide good performance in this study. The 

next step is to build MLP, LSTM, and ConvLSTM 

models with predefined parameters. The last step is to 

analyze the performance of the model that has been 

built to predict Temperature by measuring the value of 

Root Mean Square Error (RMSE), Mean Absolute Error 

(MAE), and Coefficient Correlation (CC) of each 

model. After getting the value RMSE, MAE, and 
Coefficient Correlation of each model, these values of 

the three methods will be compared to find the best 

method for predicting Temperature using ERA-5 data.   

 

Figure 1. Methodology for temperature forecasting. 

2.1 ERA-5 Dataset 

The dataset used in this study is climate data from ERA-

5 taken at a weather station located in Kemayoran 

Jakarta. The climate data is from 2018 to 2021. The 

dataset provides information on hourly climatic 

conditions in the Jakarta and Bekasi areas. There are 

two attributes of the ERA-5 dataset: skin 

temperature(skt) and air temperature at 2m(t2m). The 
machine learning model that is built in this research is a 

univariate machine learning model; therefore, the input 

used is only one attribute. The attribute used for input 

to three machine learning methods used in this research 

is temperature at 2m (t2m) because this attribute 

contains information about air temperature above 2 

meters. As can be seen in Figure 2 is a visualization of 

the ERA-5 dataset based on temperature at 2m 

attributes. In this paper, we use three methods to 

forecast temperature with ERA-5 dataset, namely MLP, 

LSTM, ConvLSTM, which will be explained in the 

following subsection. 
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Figure 2. Temperature at 2m attribute from dataset ERA-5. 

2.2 Multi-Layer Perceptron 

Multi-Layer Perceptron (MLP) is a class in ANN, 

namely a feed-forward class. MLP consists of several 

neurons whose relationships are adjusted by 

constructing input-output mapping in a learning process 

to predict the sample[11]. MLP trains the weight that 

had using supervised learning, which is back-

propagation. MLP is usually used to solve classification 

problems and forecasting[13]. MLP architecture 

consists of the set of the input, hidden layers, and output 

layers. Layers in MLP are interconnected, making 

neurons between layers that are close together and 

connected. However, neurons in the same layer do not 

have a relationship [14]. 

The input contains the raw data (x1,…,xn) and its 

weights (w1,…,wn) that will feed into the hidden layer 

as follows: 

𝐼 = ∑ 𝑥𝑖𝑤𝑖

𝑛

𝑖=1

(1) 

The hidden layer is a processing unit for the learning 

process to occur. hidden layer changes the value 

received from the input layer using activation function. 

The activation functions that usually used is sigmoid as 

follows: 

𝜎 =
1

1 + 𝑒−𝑥
(2) 

The output generated by the hidden layer is as follows: 

𝐻 = 𝑓(𝐴(𝐼)) = 𝑓 (𝐴 (∑(𝑥𝑖𝑤𝑖)

𝑛

𝑖=1

)) (3) 

where A is the activation function. If sigmoid gives: 

𝐻 =
1

(1 + 𝑒− ∑ (𝑥𝑖𝑤𝑖)𝑚
𝑗=1 )

(4) 

The output layer receives the output and associated 
weights from the neurons on the hidden layer as input. 

The output layer assuming the function sigmoid is given 

as seen in equation (5): 

𝑂 = 𝑓 (𝐴 ∑(ℎ𝑗𝑤𝑗)

𝑚

𝑗=1

) (5) 

 

Where hj and wj are the outputs and weights of each 

existing neuron in hidden layers. In the next subsection 

will be explained about second method used in this 

paper which is LSTM 

2.3. Long Short-Term Memory 

Long Short-Term Memory (LSTM) is one of the classes 

in RNN developed by Hochreiter to study long-term 

dependencies[15]. LSTM has been widely used in 

various kinds of research such as natural language 

recognition and time series prediction[16]. LSTM is 
also used when there is a case to solve the vanishing 

gradient problem of RNN in long-term context 

memorization [16]. The difference between LSTM and 

RNN is that there is a unique component in the hidden 

layer of LSTM. The unique component is the memory 

cell. Memory cells are an essential component in the 

LSTM architecture because in the LSTM architecture, 

as can be seen in Figure 3 in each memory cell there are 

three gates, namely input gate (𝑖𝑡), forget gate (𝑓𝑡), and 

output gate (𝑜𝑡). In LSTM framework, memory cell is 
important part because memory cell has the capacity to 

extract cell state information. LSTM cells carry hidden 

state of the previous step  (𝑆𝑡−1) and input (𝑥𝑡). 

Afterwards hidden state  (𝑆𝑡) will be calculated as 

following [17]. 

 

Figure 3. LSTM architecture. 

The first stage carried out by LSTM is forget gate (𝑓𝑡 ) 

decides what data to remove from cell state as seen in 

equation (6). 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑥𝑡 + 𝑊𝑓𝑠𝑆𝑡−1 + 𝑏𝑓) (6) 

where is σ a sigmoid function. The next step is to decide 

what information to store in cell states. In determining 

this there are two steps. the first step is the input gate 

(𝑖𝑡) selects the value to be updated. 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑥𝑡 + 𝑊𝑖𝑠𝑆𝑡−1 + 𝑏𝑖) (7) 

The second step is to use the tanh function to create a 

vector of the new value for applicant value 𝑐�̃� . 

𝑐�̃� = 𝑡𝑎𝑛ℎ(𝑊𝑐̃𝑥𝑥𝑡 + 𝑊𝑐̃𝑠𝑠𝑡−1 + 𝑏𝑐̃) (8) 

After that update the cell state 𝑐𝑡−1 with the new cell 

state 𝑐𝑡 . 
𝑐𝑡 = 𝑓𝑡⨂𝑐𝑡−1 + 𝑖𝑡⨂𝑐�̃� (9) 
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Finally, the output gate (𝑜𝑡)selects the components of 

the cell state that will be used as output. 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑥𝑡 + 𝑊𝑜𝑠𝑆𝑡−1 + 𝑏𝑜) (10) 

After that, the cell state passes through the tanh layer 

and multiplies as in the equation (11). 

𝑠𝑡 = 𝑜𝑡⨂ 𝑡𝑎𝑛ℎ(𝑐𝑡) (11) 

The next subsection will explain the last method used in 

this paper, Convolutional LSTM. 

2.4 Convolutional LSTM 

Convolutional LSTM(ConvLSTM) is a variation of 

LSTM that allows all existing gateways to use existing 

content in the previous memory cell[18]. ConvLSTM 

has been used in various kinds of research, such as 

video saliency detection, traffic accident prediction, and 

text recognition[19]. ConvLSTM has a complex 

structure in both input-to-state and state-to-state 

transitions because it can model spatial-temporal 

relationships quite well. Input 𝑋1, . . . , 𝑋𝑡 , cell states 

𝐶1, . . . , 𝐶𝑡, hidden states 𝐻1, . . . , 𝐻𝑡, input gate (𝑖𝑡), 

forget gate (𝑓𝑡 ), and output gate(𝑜𝑡) of ConvLSTM is a 

3D tensor that last two dimensions is a spatial 

dimension [20]. The following equations of 

ConvLSTM which Xingjian Shi has explained in his 

research about precipitation nowcasting using 

ConvLSTM [21]. 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑡 + 𝑊ℎ𝑖 ∗ 𝐻𝑡−1 + 𝑊𝑐𝑖 ∘ 𝐶𝑡−1 + 𝑏𝑖) (12) 

𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑡 + 𝑊ℎ𝑓 ∗ 𝐻𝑡−1 + 𝑊𝑐𝑓 ∘ 𝐶𝑡−1 + 𝑏𝑓) (13) 

𝑜𝑡 = 𝜎(𝑊𝑥𝑜𝑡 + 𝑊ℎ𝑜 ∗ 𝐻𝑡−1 + 𝑊𝑐𝑜 ∘ 𝐶𝑡−1 + 𝑏𝑜) (14) 

𝐶𝑡 = 𝑓𝑡 ∘ 𝐶𝑡−1 + 𝑖𝑡 ∘  

tanh (𝑊𝑥𝑐 ∗ 𝑋𝑡 + 𝑊ℎ𝑐 ∗ 𝐻𝑡−1 + 𝑏𝑐) (15) 

ℎ𝑡 = 𝑜𝑡 ∘ 𝑡𝑎𝑛ℎ(𝐶𝑡) (16) 

Where ‘*’ is the convolution operator, and ‘∘’ is the 

Hadamard product. Moreover, σ is a sigma function and 

𝑊𝑥~and 𝑊ℎ~are kernel 2-d convolution. This paper 

used three metric evaluations to help analyze the 

performance of some methods to predict temperature, 

which will be explained in the next subsection.  

2.5 Metric Evaluation 

In this research, the performance evaluation of the 

model was carried out to determine the best model of 
the three models that had been built, namely MLP, 

LSTM, and ConvLSTM. The performance of the model 

is measured by the value of Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), and Coefficient 

Correlation (CC) which are methods used to measure 

the accuracy of the predictions made by the three 

models. Where in equation (17), (18), and (19) the value 

of xi is the result of the prediction by three methods that 

has been made, meanwhile the value of yi is the actual 

data from ERA-5 dataset, and the value of n is the size 

of data.  

𝑅𝑀𝑆𝐸 = √
∑ (𝑥𝑖 − 𝑦𝑖)2𝑛

𝑖=1

𝑛
(17) 

𝑀𝐴𝐸 =
∑ |𝑥𝑖 − 𝑦𝑖|𝑛

𝑖=1

𝑛
(18) 

𝐶𝐶 =
∑(𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)

√∑(𝑥𝑖 − �̅�)2 ∑(𝑦𝑖 − �̅�)2
(19) 

3.  Results and Discussions 

In this research, the ConvLSTM method will be 

implemented to show the performance to predict 

temperature. Here, we aim to perform short-term 

temperature prediction. Therefore, we propose three 
forecasting scenarios based on the prediction length, 

i.e., 1, 3, and 7 days ahead. Moreover, we also compare 

the performance of ConvLSTM with the other two 

machine learning methods. The two machine learning 

methods that will be used are MLP as one of the 

conventional machine learning methods and LSTM as 

the based model of ConvLSTM. The purpose of 

comparing those two models is to see how well 

ConvLSTM performs among those methods to predict 

temperature. The result will be analyzed based on the 

evaluation metrics used. The parameters used for the 

three models are shown in Table 1.    

Table  1. Parameter used in ConvLSTM, MLP, and LSTM. 

Parameter ConvLSTM MLP LSTM 

Epoch 100 100 100 

Activation ReLu ReLu ReLu 

Optimizer Adam Adam Adam 

Batch Size 128 128 128 

Units 200 100 400 

As seen in Figure 4, these are the loss of methods for 

100 iterations. Based on the visualization, LSTM 

perform well than other method when LSTM train the 

model with input from dataset ERA-5. The reason is 

LSTM convergence with less number of iteration than 

other method. Nevertheless, LSTM takes longer to train 

the model than other methods. It takes about 687.1833 

seconds to train the model for LSTM as can be seen in 

Table 2. Meanwhile, MLP provides the fastest 

performance of all methods with 36.2713 seconds when 
training the model. Moreover, ConvLSTM takes shorter 

computational time than LSTM with 282.6990 seconds 

to train the model. 

3.1 Result of 1 Day Prediction 

The result of three methods to predict one day using 

dataset from ERA-5 can be seen in Figure 5, Figure 6, 

and Figure 7. Based on Table 3, the LSTM method 

prediction gives less error with the lowest with 0.3099 

RMSE and 0.2443 MAE and Highest Coefficient 

Correlation with 0.9926 than other methods. Therefore, 
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LSTM performs better than other methods to predict 

Temperature for 1-day scenario. Meanwhile, MLP in 

this scenario gives the worst result than other methods 

with the highest RMSE and MAE value and lowest 

coefficient correlation. In the other hand, ConvLSTM 

give a better performance than MLP but not quite well 

if the result of ConvLSTM compared to LSTM.  

 

Figure 4. Losses for all of method for 100 iterations. 

Table 1. CPU time for train model of all methods. 

Method CPU Time 

MLP 36.2713 (s) 

LSTM 687.1833 (s) 

ConvLSTM 282.6990 (s) 

Table 3. The result from MLP, LSTM, and ConvLSTM to predict 1 

day ahead. 

Method 
Performance Evaluation 

RMSE MAE CC 

MLP 0.4822 0.3736 0.9797 

LSTM 0.3099 0.2443 0.9926 

ConvLSTM 0.3898 0.3376 0.9908 

 

Figure 5. Result of prediction for 1 day ahead using MLP. 

 

Figure 6. Result of prediction for 1 day ahead using LSTM.  

 
Figure 7. Result of prediction for 1 day ahead using ConvLSTM.  

3.2 Result of 3 Days Prediction 

The visualization of the result in 3 days scenario can be 

seen in Figure 8, Figure 9, and Figure 10. In this 

scenario, the prediction error of all methods increases 

from the previous scenario. However, based on the 

result shown in Table 4, the best method is still the same 

as the previous scenario because the LSTM prediction 

gives less error from the actual data with 0.3755 RMSE 

and 0.2734 MAE and Highest Coefficient Correlation 

value with 0.9865 than other methods. Moreover, 

ConvLSTM still provides better performance than 
MLP. The MLP gives the worst result from all three 

methods in this scenario but still not quite well than 

LSTM.  

Table 4. The result from MLP, LSTM, and  ConvLSTM to predict 3 

days ahead. 

Method 
Performance Evaluation 

RMSE MAE CC 

MLP 0.4572 0.3764 0.9755 

LSTM 0.3755 0.2734 0.9865 

ConvLSTM 0.3898 0.2993 0.9799 

 

Figure 8. Result of prediction for 3 days ahead using MLP. 

 

Figure 9. Result of prediction for 3 days ahead using LSTM.  

 

Figure 10. Result of prediction for 3 days ahead using ConvLSTM.  
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3.3 Result of 7 Days Prediction 

The result in this scenario is still the same from previous 

scenarios in terms of which give the best result. The 

difference is only on the increased prediction error from 

all methods, as seen in Figure 11, Figure 12 and Figure 

13. Based on Table 5, the LSTM prediction performs 

well with less error with 0.4113 RMSE and 0.3277 

MAE and Highest Coefficient Correlation than other 

methods in this scenario. Furthermore, ConvLSTM is 

slightly worse than LSTM, but if the performance is 
compared to MLP then ConvLSTM provides superior 

performance than MLP in this scenario. 

Table 5. The result from MLP, LSTM, and ConvLSTM to predict 7 

days ahead. 

Method 
Performance Evaluation 

RMSE MAE CC 

MLP 0.5381 0.4348 0.9617 

LSTM 0.4113 0.3277 0.9774 

ConvLSTM 0.4579 0.3598 0.9737 

 

Figure 11. Result of prediction for 7 days ahead using MLP.  

 

Figure 12. Result of prediction for 7 days ahead using LSTM. 

 

Figure 13. Result of prediction for 7 days ahead using ConvLSTM. 

Table 6 shows the comparison result for 1, 3, and 7 days 

ahead using three methods used in this paper. As can be 

seen, all three methods perform better when they predict 

in a 1-day scenario than in other scenarios. That 

indicates that the data size affects the model's 

performance when predicting temperature. 

 

 Table 6. The result from MLP, LSTM, and ConvLSTM to predict 1, 

3, and 7 days ahead. 

Prediction Method 
Performance Evaluation 

RMSE MAE CC 

1 Day MLP 0.4822 0.3736 0.9797 

LSTM 0.3099 0.2443 0.9926 

ConvLSTM 0.3898 0.3376 0.9908 

3 Days MLP 0.4752 0.3764 0.9755 

LSTM 0.3755 0.2734 0.9865 

ConvLSTM 0.3898 0.2993 0.9799 

7 Days MLP 0.5381 0.4348 0.9671 

LSTM 0.4113 0.3277 0.9774 

ConvLSTM 0.4579 0.3598 0.9737 

4.  Conclusion 

This research developed the performance of 

ConvLSTM to predict the temperature in Jakarta, 
Indonesia. The performance of ConvLSTM was 

analyzed based on comparison results with the 

performance of two other methods, namely LSTM and 

MLP. Three scenarios were tested to see their 

performances to predict Temperature with ERA-5 

dataset accurately. Based on the result, the best method 

to predict in all scenarios is the same i.e., LSTM. It 

performs well in all scenarios with 0.3099 of RMSE, 

0.2443 of MAE and 0.9926 of CC in 1 day scenario; 

0.3755 RMSE, 0.2734 MAE, and  0.9865 CC in 3 days 

scenario, and 0.4113 RMSE, 0.3277 MAE, and 0.9774 
CC in 7 days scenario. Nevertheless, the performance 

of ConvLSTM to predict temperature in all of the 

scenarios is relatively slightly similar to the 

performance of LSTM with 0.3898 RMSE, 0.3376 

MAE, and 0.9908 CC in 1 day scenario, 0.3898 RMSE, 

0.2993, and 0.9799 CC in 3 days scenario, and 0.4579 

RMSE, 0.3598 MAE, and 0.9737 CC in 7 days scenario. 

Although LSTM performs slightly better than 

ConvLSTM; besides LSTM takes a lot of time than 

ConvLSTM to train the model.  Meanwhile, MLP 

performs worse than other methods in every scenario 

that has been tested despite giving a faster 
computational time when MLP trains the model than 

other methods. 
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