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Abstract. A news recommender system is crucial for the transmission of news in new media.  A deep reinforcement 

learning-based recommender system is suggested to integrate the characterization capabilities of neural networks with the 

strategic selection capabilities of reinforcement learning to enhance news recommendation efficacy.  Dynamic action masks 

enhance the capacity to assess short-term interests of users. An optimized caching mechanism improves the efficiency of the 

experience cache, and a reward design characterized by region masking accelerates model training, thereby enhancing the 

performance of the recommender system for news recommendations.  Experimental results indicate that the recommendation 

accuracy of the proposed model on the news dataset is on par with that of prevalent neural network recommendation 

techniques and surpasses existing state-of-the-art algorithms in ranking performance 
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1. Introduction 

News recommendations are typically modeled sequentially [1], [2]. However, in real-world recommendation 

scenarios, the user selection of news topics exhibits irregular diversity [3], and users generally do not click on 

similar news items consecutively. This behavior differs from that observed in sequential recommendation 

scenarios such as business class recommendations [4], [5]. Consequently, conventional news topic 

recommendation models, which are based on historical data and utilize supervised learning techniques, cannot 

adapt to the variability in user preferences over time [6], [7]. This limitation arises from the fact that these 

models are not designed to recognize short-term changes in news propensity on a session-by-session basis. By 

contrast, recommendation models built on supervised learning techniques are more adapted to static, highly 

associative recommendation scenarios, such as those found in business class recommendations [8]. However, 

these models are not adapted to dynamic and rapidly changing recommendation scenarios, which are 

characteristic of news recommendations. 

Despite significant advances in recommendation systems, a critical research gap persists in the news-

recommendation domain. Traditional supervised learning approaches fail when confronted with distinct temporal 

characteristics of news consumption patterns. Unlike product recommendations, in which user preferences tend 

to remain relatively stable, news preferences exhibit pronounced variability and contextual dependency. This 

variability manifests as rapid shifts in interest triggered by evolving world events, temporal factors, and the 

inherently ephemeral nature of news content [9]. Conventional models anchored to static representations of user 

preferences derived from historical interactions struggle to capture these dynamic preference transitions. The 

disconnect between the fluid nature of news consumption and the rigid framework of traditional 

recommendation models creates a substantial efficacy gap, particularly in scenarios in which timeliness and 

contextual relevance are paramount. This study aims to bridge this gap by developing models capable of 

adapting to the continuous evolution of user preferences in news consumption contexts. 

News recommendation models require sequential decision-making capabilities to enhance their applicability 

to news recommendation [10], [11]. To address this challenge [12] employs deep reinforcement learning was 

employed to address the to address this challenge [12] employs deep reinforcement learning was employed to 
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address the news-recommendation task and enhance its operational efficiency. However, the convergence speed 

of the model remains a concern, and the utilization of greedy algorithms results in an elevated repetition rate. 

This paper proposes a dynamic action-masking deep reinforcement learning (DAMDRL) approach for modeling 

a news recommendation system. This approach is based on the deep Q network (DQN) method, which has been 

shown to enhance the efficiency and accuracy of deep reinforcement learning algorithms. 

The mechanisms proposed in this study are strategically designed to address the unique challenges that 

define the news recommendation landscape. Unlike product recommendations, in which user preferences remain 

relatively stable and items maintain relevance for extended periods, news consumption exhibits distinct temporal 

dynamics and diversity requirements. The ephemeral nature of news content, where articles rapidly lose 

relevance within days or hours, demands recommendation systems capable of adapting to this accelerated 

lifecycle. Our dynamic action masking approach continuously refines the available action space, ensuring that 

timely content receives appropriate consideration, while obsolete articles are systematically filtered out of 

recommendation candidates. 

This study proposes the use of dynamic masking to represent the action space in the deep reinforcement 

learning recommendation method. In addition, this study also proposes the implementation of a priority caching 

mechanism to reinforce certain experiences stored in the cache, thus accelerating model convergence. The main 

contribution of this paper is the proposal to use dynamic masking to represent the action space in the deep 

reinforcement learning recommendation method and the use of a priority caching mechanism to strengthen 

certain cached experiences, thus accelerating model convergence. Implementation of an exploration method to 

avoid loops to increase the efficiency of the recommendation system in exploring new items, achieving an 

optimal balance between the utilization rate and exploration nature. 

2.  Methods 

This study delineates the recommendation process of a recommender system as an act of suggesting an item to a 

user with the intention of receiving a reward for that action within an environment shaped by the user's historical 

data, while also striving to modify the user's historical data to facilitate subsequent actions [13], [14]. The entire 

procedure generates the sequence (st, at, rt, st+1), with the meanings of the elements in the series delineated as 

follows. The state space S comprises the users' positive feedback, negative feedback, implicit feedback, and 

items for recommendation, defining the state st ∈ S, where st represents the user's history data at time t [19]. 

Action space A comprises the small-scale to be discharged, derived after recalling the sequence of items 

delineating the action at ∈ A, where at represents the behavior of recommending an item to the user in the state st. 

The base reward rt∈ {0,1} is assigned a value of 1 if the user accepts the recommended item and 0 if the user 

rejects it. The aggregate reward is represented by R = r + rin. Alongside the base reward, the intrinsic reward rin is 

employed to reduce the exploration of previously established regions by the intelligences [20]  

2.1 Improvement of DQN Algorithm and Two-Layer Deep Q-Network Algorithm 

The DQN algorithm evaluates the reward of a recommender system for suggesting item a to a user in state s by 

learning the action-value function Q (s, a). Temporal difference (TD) is a technique employed to approximate 

the value function of a policy [15], [16]. Conventional value-based reinforcement learning techniques (e.g., Q-

learning) employ a tabular method to estimate the TD error; however, this approach is impractical for 

recommender systems with extensive action spaces. To resolve this issue, the DQN technique employs a neural 

network for function approximation to represent the action-value function. DQN network. Two issues exist: 

firstly, correlations among reinforcement learning interaction experiences violate the assumptions of data 

independence and homogeneous distribution necessary for constructing neural networks; secondly, DQN 

algorithms typically overestimate exploration values, rendering some of them invalid. To address these two 

issues, a two-layer deep Q-network (double DQN, DDQN) employs an experience replay mechanism and a 

target network in both approaches. 

Empirical playback: To integrate Q-learning with deep neural networks, the DQN algorithm employs an 

empirical playback method that involves maintaining a playback buffer that stores quaternion data (s t, at, rt, st+1) 

sampled from the environment. During the training of the Q-network, a random selection of data was drawn 

from this playback buffer. The target network experiences instability in training because the T D error target is 

derived from the neural network's output, which fluctuates with each update of the network parameters. To 

address this issue, DQN establishes a target network aligned with the Q network, stabilizes the TD target within 

the target network, and refreshes the target network after a specified iteration interval. 

2.2 DAMDRL Overall Architecture 

The architecture of the DAMDRL model primarily consists of an embedding word-embedding module, a user 

historical behavior sequence storage module, an experience acquisition module, and a double-layer Q network 

output module, as shown in Figure 1. Initially, all candidate recommendation items were initialized and defined 
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by the embedding word-embedding module, and the environment was established. Subsequently, the experience 

acquisition module engages with the environment to gather necessary experience data. Finally, the DDQN was 

employed for exploratory learning, and behavioral sequence data from each exploration were recorded. 

 

Figure 1. Architecture of the DAMDRL model[17] 

Prior recommendation systems predominantly emphasize positive user feedback, neglecting negative and 

implicit behavioral feedback. In the context of news recommendations, positive feedback alone does not 

ascertain user interest in the news, and such feedback typically encounters issues of data sparsity, resulting in 

limited incentives for reinforcement learning. This study aims to model user behavior using positive, negative, 

and implicit feedback. Implicit feedback encompasses the temporal aspects of news and user actions such as 

deep reading, retweeting, and commenting, and eventually integrates numerous feedback sources with the items 

to be recommended to establish the recommendation environment.  

In this study, we employed a GRU network to extract three components of features, specifically the 

sequence of user activities. The feature extraction of the three vectors is limited to a length of k. Feature 

extraction initially employs item2vec to generate the news vector representation, and subsequently encodes the 

user's feedback sequences with three distinct GRU encoders. Ultimately, the recommended items are encoded 

alongside the behavioral sequences of the user to create the environmental feedback necessary for reinforcement 

learning, as illustrated in Fig. 2. The encoding of a user's behavioral sequence is used to generate the 

environmental feedback necessary for reinforcement learning [18].  

 

Figure 2. Sequential encoding of user behavior 

In deep reinforcement learning, to acquire an independent and identically distributed dataset, user behavior 

that is continually correlated is segmented using the approach of "initially gathering an experience pool and 

subsequently conducting computations." This study employed an autonomous storage pool to preserve the 

distribution of user behavior data. Deep reinforcement learning employs an experience-pooling approach to store 

empirical data as quaternions (st, at, rt, st+1). Subsequently, samples are taken based on a specific strategy, and the 

neural network parameter θ is adjusted to approximate the Q-function. Q(s, a;θ) was approximately equal to 

Q*(s, a;θ). This study employed a method of constructing an empirical pool with preference caching to attain 

non-random data sampling [24]. Preferential caching assesses the significance of each empirical data source and 

computes the sampling probability based on the evaluated importance metric when the data enter the queue, 

determined as follows:  
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The value-based reinforcement learning system calculates the TD error at each step [19], [20], which is 

particularly appropriate for continuous recommendation prediction contexts. During empirical updating, data 

with the highest error are favored for replay because of their higher probability. δi represents the TD error of the 

ith experience, indicating that the modification of each sample in the experience pool is governed by the 

regularized weight of the TD error. This updating strategy renders the empirical data interdependent, resulting in 

the repeated utilization of high-weight data after several rounds, whereas low-weight data progressively 

diminishes. This research addresses the cache update imbalance issue in experience playback by introducing the 

coefficients γ and bias β, which guarantee that all experience data are updated during Q-network training and that 

low-priority data are retained. The probability of a dominant cache is expressed as follows:  

The dual-layer Q-network module utilizes enhanced experience for training, calculating the current user's 

numerous feedback sequences, and the prospective value functions between items Q*(s, a, θ). This module 

involves reinforcement learning algorithms that utilize dominant playback experiences. The user experience data 

are extracted from the cache pool and the user feedback history cache, and thereafter predicted, and the 

parameter θ is changed based on the prediction outcomes. This study employed a masking mechanism to ensure 

the non-repetitiveness of the recommended items in the recommender system. Specifically, it initializes a mask 

vector M = {m1, m2, m3, ..., mk | mi ∈ {0,1}}, where mask length k corresponds to the size of the action space. 

Following the computation of the action Q-network, the action space is concatenated with M, allowing the 

determination of the final available actions, which are then selected based on their Q values.  

3. Results and Discussion 

Three assessment metrics were selected to assess the quality of the recommendation lists: hit ratio (HR), mean 

reciprocal rank (MRR), and normalized discounted cumulative gain (NDCG). The HR indicates the inclusion of 

the item clicked by the user within the recommendation sequence, as defined in Equation (3).  

 (3) 

Here, k represents the length of the recommendation list, and the hit(i) function denotes the presence of the 

selected item in the recommendation sequence, yielding a value of 1 if it is present and 0 otherwise. The MRR 

indicator signifies the placement of the recommended project within the user recommendation list, highlighting 

the positional relationship. The definition is presented in equation (4), where k represents the length of the 

recommendation list and signifies the position of the user's actual accessed item inside the recommendation list; 

if the item is absent from the recommendation sequence, then p is infinite.  

 (4) 

Discounted cumulative gain (DCG) indicates the presence of the user's preferred goods in the highest ranks 

of the recommendation list. DCG requires normalization for direct comparison. Organize all recommended 

products in a specified order, select the top K items, and compute their DCG. Subsequently, the DCG is divided 

by the DCG corresponding to the desired state to obtain NDCG, a value ranging from 0 to 1, defined as  

 (5) 

ri represents the "rank relevance" of the ith position, where ri equals 1 if the item at that place is included in the 

test set, and 0 if it is not; zk is a normalization coefficient representing the inverse of the cumulative summation 

calculation as expressed in equation (5) under optimal conditions (when ri= 1). 

Table 1 presents the experimental outcomes of the DAMDRL model alongside all baseline approaches on 

the news dataset evaluated using three metrics: HR@10, MRR@10, and NDCG@10. Table 1 indicates that 

when HR@10 was used as the assessment metric, the two supervised learning models utilizing neural networks 

GRU4Rec and SLi-Rec exhibited superior performance, whereas the unaltered DQN model demonstrated a 

diminished hit rate. The DAMDRL model enhanced the DQN model. The sequence-oriented measures 

MRR@10 and NDCG@10 indicate that DAMDRL significantly outperformed the three neural network models, 

NCF, GRU4Rec, and SLi-Rec, together with the unenhanced DQN reinforcement learning model. Experiments 

demonstrate that the DAMDRL model introduced in this study exhibits strong performance in terms of 

recommendation accuracy and ranking. 
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Table 1. Comparative experimental results 

Methodologies HR@10 MRR@10 NDCG@10 

SVD++ 0.38105 0.19401 0.11597 

NCF 0.59171 0.38729 0.39812 

GRU4Rec 0.73882 0.48101 0.41101 

SLi-Rec 0.68491 0.42635 0.47539 

DQN 0.31023 0.43916 0.44379 

DAMDRL 0.60177 0.49348 0.50181 

This study introduces versions of the DAMDRL model, namely DAMDRL - 1 and DAMDRL - 2, to assess 

the influence of each module on the recommendation effect. The DAMDRL-1 model employed an average 

sampling method for experience acquisition to assess the influence of dominant sampling on the model. The 

DAMDRL-2 model employs only a greedy algorithm, omitting the loop-avoidance exploration strategy, to 

assess the effect of the inference exploration approach on the model. The ablation experiments utilized an 

identical dataset and evaluation measures as in the comparative experiments. The experimental results are 

presented for three models: DAMDRL, DAMDRL-1, and DAMDRL-2.  

Table 2. Results of ablation experiments 

Methodologies HR@10 MRR@10 NDCG@10 

DAMDRL-1 0.59021 0.47834 0.41032 

DAMDRL-2 0.58911 0.48921 0.37079 

DAMDRL 0.60177 0.49348 0.50181 

In metrics HR@10 and MRR@10 (Table 2), the application of the underlying sampling method and 

exploration strategy did not significantly alter the recommendation accuracy; however, in the ablation 

experiment utilizing NDCG@10 as the metric, a substantial variation in accuracy was observed. This experiment 

demonstrates that the DAMDRL framework introduced in this study enhances the recommendation hit rate 

through a reinforcement learning approach, with key improvements in the caching and exploration strategies 

primarily targeting the sorting performance post-recommendation. 

4. Conclusions 

This paper proposes dynamic action-masking deep reinforcement learning to enhance recommender systems' 

capacity to address fluctuating user expectations in news recommendation scenarios, utilizing the deep 

reinforcement learning DQN method to better assess users' short-term interests. Reward design, characterized by 

dynamic masking and regional masking, accelerates model training and enhances the performance of the 

recommender system in the news recommendation sector. The experimental findings indicate that the 

recommendation accuracy of DAMDRL on the news dataset is on par with contemporary neural network 

recommendation methods and surpasses existing state-of-the-art recommendation algorithms in terms of ranking 

performance. Future studies should explore the feasibility of implementing reinforcement learning in the domain 

of conversational news recommendations. 
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